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Abstract

This thesis is concerned with quantum groupoids in the setting of operator algebras. It consists of a brief introduction to quantum groupoids, a synopsis of the articles [I.1]–[II.2] listed below, and the articles themselves in the form of appendices.


The articles [I.1]–[I.4] lay foundations for the theory of quantum groupoids in the setting of \( C^* \)-algebras, while the articles [II.1] and [II.2] are concerned with dynamical quantum groups in the algebraic setting and connections to the setting of operator algebras. The logical dependence of the articles is depicted in the diagram below, where dotted lines indicate the provision of examples:

```

[I.1]  ↓
         ↓
[I.2]   ↓
         ↓  [II.1]
[I.3]  -----> [I.4]  [II.2]
```
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A brief introduction to quantum groupoids

This section gives a brief introduction to the concept of a quantum groupoid as it is used in this thesis and lists the related approaches found in the literature.

Quantum groupoids can be thought of as the “push-out” in the following diagram:

\[ \text{groups} \to \text{groupoids} \to \downarrow \downarrow \text{quantum groups} \to \uparrow \uparrow \text{quantum groupoids} \]

They generalize groupoids and quantum groups in a similar way like the latter generalize groups. To explain these statements, let us traverse the arrows in this diagram.

If one thinks of a group as describing the symmetries of one object, then groupoids capture the symmetries of a parameterized family of objects. For example, the former act on vector spaces and the latter on parameterized families or bundles of vector spaces. Formally, a groupoid is a small category where every morphism is invertible and thus consists of a set \( G^0 \) of objects or units, a set \( G \) of morphisms, two maps from \( G \) to \( G^0 \) assigning to each morphism its source and range, and a multiplication that assigns to each composable pair of morphisms the composition.

The passage from groups to quantum groups follows two principles that quantum physics, algebraic geometry and non-commutative geometry have in common, namely,

1. “classical” (phase) spaces are replaced by “quantum” algebras (of observables) which usually do not commute and
2. “classical” objects yield “quantum” counterparts via contravariant functors from certain classes of spaces to suitable algebras of functions.

Thus, a quantum group is not a set \( G \) with a multiplication map \( G \times G \to G \), but an algebra \( A \) with a homomorphism \( A \to A \otimes A \) called comultiplication that satisfies several conditions. The precise form of the latter depends on the context. In the algebraic setting, one usually assumes existence of a counit and antipode which correspond to the unit element and the inversion of a group and lead to the notion of a Hopf algebra. In the setting of operator algebras, one usually demands existence of a left- and a right-invariant weight which correspond to a left and a right Haar measure of a group, and then constructs a counit and antipode which may be unbounded maps.

Applying the same paradigm to groupoids instead of groups, one finds that a quantum groupoid should consist of algebras \( B \) and \( A \) corresponding to the sets of objects and morphisms, respectively, two maps \( s, r: B \to A \) corresponding to the source and range map, and a comultiplication \( \Delta: A \to A \ast A \) satisfying several conditions. The precise form of these conditions and the definition of the fiber product \( A \ast A \) depend on the context and are not easy to guess from the analogy with groupoids unless \( B \) is commutative and \( r(B) \) and \( s(B) \) are central in \( A \). The main variants of such quantum groupoids are the

- weak Hopf algebras [9], [45], [51], where the algebra \( B \) is separable and hence semi-simple and the target of the comultiplication is a subalgebra of \( A \otimes A \);
- Hopf algebroids [8], [11], [40], [74], which provide a general algebraic framework beyond the case where \( B \) is semi-simple;
weak multiplier Hopf algebras [67], [68] and multiplier Hopf algebroids [61], where in contrast to the variants above the algebras $A$ and $B$ need no longer be unital; measured quantum groupoids [20], [19], [39] in the setting of von Neumann algebras.

For example, every groupoid $G$ yields a quantum groupoid $(B, A, s, r, \Delta)$, where $B$ and $A$ are suitable algebras of functions on $G$ and $s, r, \Delta$ are the transposes of the source map, range map and the multiplication map of $G$, respectively. If the groupoid is (i) finite, (ii) infinite, (iii) algebraic, (iv) locally compact and Hausdorff, or (v) measured, one should take those functions that are (i) arbitrary, (ii) finitely supported, (iii) regular, (iv) continuous and vanishing at infinity, or (v) measurable and essentially bounded, respectively. Furthermore, such a groupoid yields a second quantum groupoid $(B, \hat{A}, \hat{s}, \hat{r}, \hat{\Delta})$, where $B$ is as before and $\hat{A}$ is an associated groupoid algebra. If $G$ is finite, then

$$B = C(G^0), \quad A = C(G), \quad \hat{A} = CG$$

and these spaces have bases $(\delta_x)_{x \in G^0}, (\delta_\gamma)_{\gamma \in G}$ and $(\gamma)_{\gamma \in G}$, respectively, such that

$$\delta_x \cdot \delta_y = \delta_{x,y} \delta_x, \quad \delta_\gamma \cdot \delta_\gamma' = \delta_{\gamma,\gamma'} \delta_\gamma, \quad \gamma \cdot \gamma' = \begin{cases} \gamma \gamma', & \text{if the product is defined in } G, \\ 0, & \text{otherwise}, \end{cases}$$

$$s(\delta_x) = \sum_{\gamma^{-1} = x} \delta_\gamma, \quad r(\delta_x) = \sum_{\gamma^{-1} = x} \delta_\gamma, \quad \Delta(\delta_\gamma) = \sum_{\gamma' \gamma'' = \gamma} \delta_{\gamma'} \otimes \delta_{\gamma''},$$

$$\hat{s}(\delta_x) = x, \quad \hat{r}(\delta_x) = x, \quad \hat{\Delta}(\gamma) = \gamma \otimes \gamma.$$

Here, the targets of $\Delta$ and $\hat{\Delta}$ are certain subalgebras of $A \otimes A$ and $\hat{A} \otimes \hat{A}$, respectively.

Examples of genuine quantum groupoids appeared in a variety of mathematical contexts and guises, for example, in the form of generalized Galois symmetries for depth 2 inclusions of factors or algebras [10], [19], [20], [30], [31], [44], dynamical quantum groups in connection with solutions of the quantum dynamical Yang-Baxter equation [18], [24], [33], Tannaka-Krein duals of certain monoidal categories of bimodules, and in connection with invariants of knots and 3-manifolds [42] and transverse geometry [14].

The heuristic explanation of the concept of a quantum groupoid given above suffices for the purpose of this thesis but does not touch the following important aspect of quantum groupoids — their close relation to certain monoidal categories of bimodules. Indeed, each (i) group, (ii) quantum group, (iii) groupoid and (iv) quantum groupoid has a naturally associated monoidal category of (i) representations on vector spaces, (ii) corepresentations on vector spaces, (iii) representations on vector bundles over the base space $G^0$ or (iv) bimodules over the base algebra $B$, respectively. Many properties of the initial object are reflected in the associated category, for example, in the “classical” cases (i) and (iii), the monoidal categories are symmetric, whereas in the “quantum” cases (ii) and (iv), one can only hope for a braiding; see §II. In certain cases, the initial object can be reconstructed from the associated category; in the case of compact groups, this is known as Tannaka-Krein duality [56]. Extensions of this duality to quantum groupoids were studied in [28], [41], [47], and the idea to define and study quantum groupoids in terms of the associated categories of representations is pursued in [16], [17], [22].
I Foundations for quantum groupoids in the setting of $C^*$-algebras

$C^*$-algebras and von Neumann algebras provide the right setting to study “quantum” counterparts of locally compact Hausdorff or measured groupoids. Indeed, for locally compact Hausdorff spaces and measure spaces, the principles (1) and (2) above amount to a passage to $C^*$-algebras or von Neumann algebras, respectively, where spaces correspond to commutative algebras via Gelfand duality.

For groups, locally compact topologies and invariant measures determine each other by a classical result of Weil [71]. Kustermans and Vaes showed that this result extends to quantum groups, where the same objects can equivalently be described on the level of universal $C^*$-algebras [34], reduced $C^*$-algebras [35] or von Neumann algebras [36]. This equivalence breaks down if one passes to groupoids because the latter include ordinary spaces, where topologies determine Borel structures but not vice versa. Therefore, the study of quantum groupoids in the setting of $C^*$-algebras provides a refinement to the setting of von Neumann algebras and one can only expect to pass from the former to the latter but not backwards.

The articles [I.1]–[I.4] lay foundations for a theory of quantum groupoids in the setting of $C^*$-algebras. The initial motivation for this work was to answer the following questions:

(1) Every locally compact, Hausdorff groupoid $G$ with Haar systems yields $C^*$-algebras $B = C_0(G^0)$, $A = C_0(G)$ and $\hat{A} = C^*_r(G)$ with natural maps $s, r: B \to M(A)$ and $\hat{s} = \hat{r}: B \to M(\hat{A})$. In which sense do these form examples of quantum groupoids?

(2) Given an action $\alpha$ of a locally compact Abelian group $G$ on a $C^*$-algebra $C$, one can form a crossed product $C^*$-algebra $C \rtimes G$ with a dual action $\hat{\alpha}$ of the dual group $\hat{G} = \text{Hom}(G, T)$, and the iterated crossed product $C \rtimes G \rtimes \hat{G}$ is equivariantly Morita equivalent to $C$. This duality was extended to coactions of quantum groups on $C^*$-algebras by Baaj and Skandalis [1]. For actions of groupoids as in (1) on $C^*$-algebras, le Gall constructed reduced crossed products [38], and the question is whether the latter carry a dual action and whether there exists a duality for coactions of quantum groupoids on $C^*$-algebras.

In the setting of von Neumann algebras, partial answers to the corresponding questions were obtained by Vallin [63] and Yamanouchi [75], respectively. Later, Lesieur and Enock developed a comprehensive theory of measured quantum groupoids and actions of such objects on von Neumann algebras, see [39] and [20], [21]. This theory uses powerful tools like Connes’ fusion of correspondences [13] and Haagerup’s theory of operator-valued weights [26], [27], which are or were not available for $C^*$-algebras.

The articles [I.1]–[I.4] provide answers to questions (1) and (2) and tools and concepts for a general theory of quantum groupoids in the setting of $C^*$-algebras. To complete this theory, a better understanding of operator-valued weights on $C^*$-algebras is needed.

I.1 Relative tensor products and fiber products in the setting of $C^*$-algebras.

Most approaches to quantum groupoids involve the construction of

(1) the fiber product $A \times_B C$ of two algebras $A$ and $C$ relative to an algebra $B$ which embeds anti-homomorphically into $A$ and homomorphically into $C$,
(2) the relative tensor product $H \otimes_K^B$ of an $A$-module $H$ and a $C$-module $K$ relative to $B$; this product will be an $(A \ast_B C)$-module.

These constructions are needed to define the notion of a comultiplication, coaction and corepresentation of a quantum groupoid. Variants were known in the setting of

- algebra, where (2) is obvious and (1) is due to Takeuchi [55];
- von Neumann algebras, where (2) is Connes fusion of correspondences and (1) is given by Sauvageot’s bicommutant formula $A \ast_B C = (A' \otimes_B C')' \subseteq \mathcal{L}(H \ast_B K)$, see §5.B in [13] and [25], [49], [50];
- $C^*$-algebras, when $B = C_0(X)$ is commutative and central in $A$ and $C$, where the algebras $A, C$ and the modules $H, K$ correspond to bundles over $X$ and (1) and (2) correspond to the fiber-wise tensor products; see [5], [6].

None of these constructions suggests how to proceed in the general $C^*$-algebraic setting.

The article [I.1] proposes an approach which is based on an algebraic reformulation of Connes’ fusion of correspondences. The main ideas are as follows.

1. We fix commuting representations of the $C^*$-algebra $B$ and its opposite $B^{op}$ on a Hilbert space $\mathcal{H}$ as a substitute for the standard form of a von Neumann algebra, using, for example, the GNS-construction for a KMS-weight on $B$.

2. We define a left or right $C^*$-module relative to $(\mathcal{H}, B, B^{op})$ to be a Hilbert space $H$ with a closed subspace $\alpha \subseteq \mathcal{L}(\mathcal{H}, H)$ satisfying $[\alpha \mathcal{H}] = H$ and $[\alpha^* \alpha] = B^{op}$, $[\alpha B^{op}] = \alpha$ or $[\alpha^* \alpha] = B$, $[\alpha B] = \alpha$ respectively, where $B$ and $B^{op}$ are identified with their images in $\mathcal{L}(\mathcal{H})$ and $[-]$ denotes the closed linear span. Given $(H, \alpha)$, there exists a representation $\rho_\alpha$ of $B$ or $B^{op}$, respectively, on $H$ such that $\rho_\alpha(x)\xi = \xi x$ for all $\xi \in \alpha$. We define a $C^*$-bimodule to be a triple $(H, \alpha, \beta)$, where $(H, \alpha)$ is a left and $(H, \beta)$ a right $C^*$-module such that $[\rho_\alpha(B)\beta] = \beta$ and $[\rho_\beta(B^{op})\alpha] = \alpha$.

3. We define the relative tensor product of two $C^*$-bimodules $(H, \alpha, \beta)$ and $(K, \gamma, \delta)$ as follows. Denote by $H \otimes_{\gamma} K$ the separated completion of the algebraic tensor product $\beta \otimes_\mathcal{H} \gamma$ with respect to the sesquilinear form given by

$$\langle \xi \otimes \zeta \otimes \eta | \xi' \otimes \zeta' \otimes \eta' \rangle = \langle \xi | (\xi^* \xi') (\eta^* \eta') \zeta' \rangle = \langle \zeta | (\eta^* \eta') (\xi^* \xi') \zeta' \rangle.$$

Then $\gamma$ and $\beta$ yield subspaces $|\gamma|_2 \subseteq \mathcal{L}(H, H \otimes_\gamma K)$ and $|\beta|_1 \subseteq \mathcal{L}(K, H \otimes_\gamma K)$ such that $H \otimes_\gamma K$ and the spaces $||\gamma||_2\alpha$ and $||\beta||_1\delta$ form a $C^*$-bimodule.

4. We define the fiber product $A_\beta \ast_\gamma C$ of two $C^*$-algebras $A \subseteq \mathcal{L}(H)$ and $C \subseteq \mathcal{L}(K)$ to be the $C^*$-algebra formed by all $T \in \mathcal{L}(H \otimes_\gamma K)$ satisfying

$$T|\beta\rangle_1 + T^*|\beta\rangle_1 \subseteq ||\beta||_1 C$$

and $T|\gamma\rangle_2 + T^*|\gamma\rangle_2 \subseteq ||\gamma||_2 A$ as subsets of $\mathcal{L}(K, H \otimes_\gamma K)$ or $\mathcal{L}(H, H \otimes_\gamma K)$, respectively.

The articles [I.2]–[I.4], [II.2] and the following results of [I.1] show that these definitions and constructions fulfill their purpose:

5. The fiber product describes the target of the comultiplication for the $C^*$-algebras $C_0(G)$ and $C_r^*(G)$ associated to a locally compact Hausdorff groupoid $G$. 


I.2 $C^*$-pseudo-multiplicative unitaries. A main motivation for the development of the theory of quantum groups in the setting of operator algebras was to extend the classical Pontryagin duality of locally compact Abelian groups to the non-Abelian case. Fundamental to this generalization and the whole theory of locally compact quantum groups is the notion of a multiplicative unitary introduced by Baaj and Skandalis in [1]. In the theory of measured quantum groupoids of Enock, Lesieur and Vallin, the corresponding concept of a pseudo-multiplicative unitary was introduced by Vallin [64]. Briefly, (pseudo-)multiplicative unitaries are used to pass from a locally compact quantum group or measured quantum groupoid to its generalized Pontryagin dual and, in the quantum group case, to switch between the level of reduced or universal $C^*$-algebras and von Neumann algebras; see [35], [36], [37], [39], [52], [73] and [59].

In more detail, a multiplicative unitary is a unitary operator $V$ on the tensor product $H \otimes H$ of some Hilbert space $H$ with itself satisfying the pentagon equation $V_{12}V_{13}V_{23} = V_{23}V_{12}$, where each $V_{ij}$ acts on $H \otimes H \otimes H$ like $V$ at the positions $i$ and $j$.

To every reasonable quantum group $(A, \Delta)$, one can associate a multiplicative unitary $V$ on the $L^2$-space for the right Haar weight which, roughly, is given by $a \otimes b \mapsto \Delta(a)(1 \otimes b)$; see [35], [36], [37]. This unitary generalizes the canonical pairing of a locally compact Abelian group $G$ with its dual group $\hat{G} = \text{Hom}(G, \mathbb{T})$, regarded as a function on $\hat{G} \times G$ that is represented on $L^2(G) \otimes L^2(G)$ using partial Fourier transformation. In the case where $A = C_0(G)$ for a locally compact group $G$, the formula above reduces to $(Vf)(x, y) = f(xy, y)$ for all $f \in L^2(G \times G)$. The same formulas can be used to associate pseudo-multiplicative unitaries to measured (quantum) groupoids; see [39] and [64].

Conversely, if $V$ is a multiplicative unitary for a Hilbert space $H$ that is regular [1] or modular [73], the spaces $A_V = \{((\omega \otimes \iota)(V) : \omega \in \mathcal{L}(H)_*\}$ and $\hat{A}_V = \{((\iota \otimes \omega)(V) : \omega \in \mathcal{L}(H)_*\}$ are $C^*$-subalgebras of $\mathcal{L}(H)$ and carry comultiplications $\Delta_V$ and $\Delta_V$ given by $\Delta_V : a \mapsto V(a \otimes 1)V^*$ and $\Delta_V : a \mapsto V^*(1 \otimes a)V$, respectively. Here, $[-]$ denotes the norm closure, $\mathcal{L}(H)_*$ the space of normal functionals on $\mathcal{L}(H)$, and $\omega \otimes \iota$ and $\iota \otimes \omega$ certain slice maps. For the multiplicative unitary associated to a locally compact group $G$ or quantum group, one recovers $C_0(G)$ and $C^*_r(G)$ or the initial quantum group and its generalized Pontryagin dual, respectively. Corresponding results hold for pseudo-multiplicative unitaries; see [39].

The article [I.2] introduces $C^*$-pseudo-multiplicative unitaries for the study of quantum groupoids in the setting of $C^*$-algebras, refining the definition and some of the constructions outlined above on the basis of the concepts developed in [I.1]:

(6) The definitions above carry over to the setting of von Neumann algebras, where norm closures get replaced by $\sigma$-weak closures. Then the spaces $\alpha$ and $\beta$ above are determined by the representations $\rho_\alpha$ and $\rho_\beta$, the relative tensor product can be identified with Connes’ fusion of correspondences and the fiber product reduces to Sauvageot’s construction.

(7) If $B = B^{op} = C_0(X)$ for some locally compact, Hausdorff space $X$ and $\mathfrak{f} = L^2(X, \mu)$ for some measure $\mu$, then the subcategory of all $C^*$-bimodules $(H, \alpha, \beta)$ with $\alpha = \beta$ is monoidally equivalent to the category of all continuous bundles of Hilbert spaces on $X$ with the fibrewise tensor product, and the fiber product contains Blanchard’s represented $C_0(X)$-tensor product introduced in [6].
(1) We define a $C^*$-pseudo-multiplicative unitary to be a unitary $V: H_\beta \otimes \alpha H \to H_\alpha \otimes \beta H$, where $H$ is a Hilbert space with compatible left or right $C^*$-module structures $\alpha, \beta, \hat{\beta}$ relative to some triple $(\mathfrak{H}, B, B^{op})$ as in §I.1, satisfying

\[
V[[\alpha_1^j]_1] = [[\alpha_2^j]_1], \quad V[[\beta_1]_2] = [[\beta_2]_2], \quad V[[\alpha_2^j]_1] = [[\beta_1]_1]
\]

in $\mathcal{L}(\mathfrak{H}, H_\alpha \otimes \beta H)$ and $V_{12}V_{13}V_{23} = V_{23}V_{12}$. Here, the relations (†) are necessary for the $V_{ij}$ to be well-defined. This definition refines or generalizes the variants and generalizations of multiplicative unitaries considered in [6], [46], [58], [64].

(2) In [I.2], [I.3] and [II.2], we construct $C^*$-pseudo-multiplicative unitaries for locally compact Hausdorff groupoids, compact $C^*$-quantum groupoids, and proper dynamical quantum groups with integrals, respectively. In each of these cases, the main difficulty is to prove that the relations (†) hold.

(3) We adapt the construction of the spaces $A_V, \hat{A}_V$ and maps $\Delta_V, \hat{\Delta}_V$ to a general $C^*$-pseudo-multiplicative unitary $V$. In the regular case which includes the examples mentioned in (2), the former are $C^*$-algebras and the latter take values in the fiber products $(A_{V})_\alpha * _\beta (A_{V})$ and $(\hat{A}_{V})_{\hat{\beta}} * _\alpha (\hat{A}_{V})$ defined in §I.1.

(4) Extending corresponding definitions and results from [1], we associate in [I.2] and in the extended preprint [60] to every $C^*$-pseudo-multiplicative unitary Fourier algebras and monoidal categories of (co-)representations.

I.3 Compact $C^*$-quantum groupoids. The theory of locally compact quantum groups [36] and measured quantum groupoids [39] suggest that a quantum groupoid in the setting of $C^*$-algebras should be given by

- $C^*$-algebras $B, A$ with commuting non-degenerate embeddings $r: B \to M(A)$ and $s: B^{op} \to M(A)$,
- a comultiplication $\Delta$ on $A$ which takes values in a fiber product $A * A$ formed with respect to $s$ and $r$ and which satisfies certain density conditions, and
- weights $\phi$ and $\psi$ from $A$ to $B$ that are left- or right-invariant with respect to $\Delta$,
- a KMS-weight $\mu$ on $B$ such that the compositions $\nu := \mu \circ \phi$ and $\nu^{-1} := \mu \circ \psi$ are related by a modular element $\delta$ and satisfy a KMS-condition.

To develop a theory in this generality, a better understanding of unbounded operator-valued weights on $C^*$-algebras would be needed.

Building on the theory developed in [I.1] and [I.2], the article [I.3] introduces quantum groupoids in the setting of $C^*$-algebras that are compact in the sense that $A$ and $B$ are unital and $\phi, \psi$ and $\mu$ are bounded. It assumes in addition the existence of a unitary antipode, that is,

- an anti-automorphism $R$ on $A$ which satisfies $R \circ s = r$, $\psi \circ R = \phi$ and is determined by a certain strong invariance condition.

In the theory of locally compact quantum groups and measured quantum groupoids, the existence of such a unitary antipode is a result and not an axiom.

Examples of compact quantum groupoids in the sense of [I.3] include the algebras $A = C(G)$ and $\hat{A} = C^*_r(G)$ associated to a locally compact Hausdorff groupoid $G$, where $G$ has to be compact or étale with compact space of units $G^0$, respectively. There, the algebra $B$ is $C^*(G^0)$, the weights $\phi$ and $\psi$ are given by fibrewise integration along Haar
systems or by the restriction of functions in $C_c(G) \subseteq C^*_r(G)$ to $G^0$, respectively, and $R$ is induced by the groupoid inversion.

The main results of [I.3] are as follows. For every compact quantum groupoid, we construct (1) a regular $C^*$-pseudo-fundamental unitary and, using this unitary, (2) a generalized Pontryagin dual and (3) a completion in the form of a measured quantum groupoid. Furthermore, we prove (4) essential uniqueness of the weights $\phi$ and $\psi$ and (5) triviality of the modular element $\delta$ after modification of $\mu$.

I.4 Coactions of Hopf $C^*$-bimodules. Coactions of quantum groupoids generalize coactions of quantum groups and actions of groupoids and were studied in various settings, including that of weak Hopf algebras or finite quantum groupoids [53], [54], Hopf algebroids or algebraic quantum groupoids [7], [29], and Hopf-von Neumann bimodules or measured quantum groupoids [20], [21]. In these settings, each coaction of a quantum groupoid on some algebra gives rise to a crossed product algebra that carries a coaction of the generalized Pontryagin dual. Iterating this construction, one obtains a bidual coaction that, under suitable assumptions, is Morita equivalent to the initial one.

The article [I.4] establishes a similar duality for coactions of quantum groupoids on $C^*$-algebras within the framework developed in [I.1] and [I.2], and answers question (2) in §I. It is based on the article [1] of Baaj and Skandalis, which develops the corresponding construction for coactions of ( ˆ

The main definitions and results are as follows.

(1) We start with a regular $C^*$-pseudo-multiplicative unitary $V: H_\beta \otimes_\gamma \alpha H \rightarrow H_\alpha \otimes_\beta H$ with associated Hopf $C^*$-bimodules $(A_V, \Delta_V)$ and $(\hat{A}_V, \hat{\Delta}_V)$ (see §I.2), and a symmetry $U$ on $H$ satisfying a few relations. Examples arise from locally compact Hausdorff groupoids and compact $C^*$-quantum groupoids, where $U$ is related to the groupoid inversion or the product of the modular conjugation and the unitary antipode, respectively.

(2) Given a coaction of $(A_V, \Delta_V)$, that is, a $C^*$-algebra $C$ on a left $C^*$-module $(K, \gamma)$ with a $*$-homomorphism $\delta: C \rightarrow C \ast_\beta (A_V)$ satisfying $(\delta \ast \iota) \circ \delta = (\iota \ast \Delta_V) \circ \delta$, we obtain a crossed product $C \rtimes_{\delta} \hat{A}_V = \{\delta(C)1 \otimes \hat{a} \in \mathcal{L}(K \otimes_\beta H)\}$ with a dual coaction $\hat{\delta}$ of $(\hat{A}_V, \hat{\Delta}_V)$, given by $\hat{\delta}(c)(1 \otimes \hat{a}) \mapsto (\delta(c) \otimes 1)(1 \otimes \hat{\Delta}_V(\hat{a}))$. The corresponding construction for coactions of $(\hat{A}_V, \hat{\Delta}_V)$ involves the symmetry $U$.

(3) Under a few natural assumptions on $\delta$, we obtain an isomorphism between the bidual coaction $\hat{\delta}$ on $C \rtimes_{\delta} \hat{A}_V \rtimes_{\delta} \hat{A}_V$ and a stabilization of the coaction $\delta$ on $C$.

(4) Let $G$ be a locally compact Hausdorff groupoid $G$. We show that then coactions of $C_0(G)$ essentially correspond to actions of $G$ on bundles of $C^*$-algebras over $G^0$, and that each Fell bundle on $G$, which is a bundle of Banach spaces over $G$ with a multiplication and involution that cover the multiplication and inversion on $G$, yields a coaction of $C^*_r(G)$ on the reduced convolution $C^*$-algebra. If $G$ is étale, coactions of $C^*_r(G)$ essentially correspond to Fell bundles on $G$ this way.
II Examples of dynamical quantum groups and the passage to operator algebras

For every group and groupoid, the associated category of representations is symmetric in the sense that for any two representations \( u \) and \( v \), the flip \( \Sigma \) on the underlying vector spaces or bundles yields isomorphisms \( u \otimes v \cong v \otimes u \). For non-commutative quantum group(oid)s, the categories of corepresentations are no longer symmetric but may carry a braiding which is a coherent family of isomorphisms \( \hat{R}_{u,v} : u \otimes v \to v \otimes u \), where each automorphism \( \hat{R} = \hat{R}_{u,u} \) satisfies the braid relation \( \hat{R}_{12} \hat{R}_{23} \hat{R}_{12} = \hat{R}_{23} \hat{R}_{12} \hat{R}_{23} \); see, for example [12] or [32].

Conversely, the FRT-construction of Faddeev, Reshetikhin and Takhtajan associates to each \( R \)-matrix, that is, each endomorphism \( R \) of \( \mathbb{C}^n \otimes \mathbb{C}^n \) satisfying the Yang-Baxter equation \( R_{12} R_{13} R_{23} = R_{23} R_{13} R_{12} \), a bialgebra and possibly a quantum group with a fundamental corepresentation \( u \) and a braiding such that \( R = \hat{R}_{u,u} \Sigma \) [48].

For example, this construction yields the Hopf *-algebra \( O(SU_q(2)) \) of Soibelman, Vaksman [62] and Woronowicz [72] which is probably the most fundamental and best-studied quantum group. This is the universal algebra generated by the entries of a matrix

\[
(\dagger) \quad u = (u_{ij})_{i,j} = \begin{pmatrix} \alpha & -q \gamma^* \\ \gamma & \alpha^* \end{pmatrix}
\]

with the single condition that \( u \) is unitary. The comultiplication is given by \( \Delta(u_{ij}) = \sum_k u_{ik} \otimes u_{kj} \) so that \( u \) is a corepresentation.

The FRT-construction was extended by Etingof and Varchenko to dynamical \( R \)-matrices arising in mathematical physics; see [23], [24]. Instead of a bialgebra or quantum group, this generalization yields a dynamical quantum group with a corepresentation on a dynamical vector space. More precisely,

- “dynamical” refers to a fixed action of a group \( \Gamma \) on a commutative algebra \( B \),
- a dynamical vector space is a \( \Gamma \)-graded \( B \)-bimodule \( V = \bigoplus_{\gamma} V_{\gamma} \), where \( vb = \gamma(b)v \) if \( v \in V_{\gamma} \),
- a dynamical quantum group over \( (B, \Gamma) \) is a quantum groupoid \( (B, A, r, s, \Delta) \), where
  - \( B \) is commutative and equipped with an action of a group \( \Gamma \) as above,
  - \( A \) is graded by \( \Gamma \times \Gamma \) such that \( ar(b)s(b') = r(\gamma(b))s(\gamma'(b'))a \) if \( a \in A_{\gamma,\gamma'} \),
  - \( \Delta \) maps \( A \) to \( A \otimes A = \bigoplus_{\gamma,\gamma',\gamma''} A_{\gamma,\gamma'} \otimes A_{\gamma',\gamma''} / (s(b) \otimes 1 - 1 \otimes r(b) : b \in B) \).

Applying this construction to a trigonometric dynamical \( R \)-matrix, Koelink and Rosengren obtained in [33] a dynamical analogue of the quantum group \( O(SU_q(2)) \), where \( B \) is the field of meromorphic functions on the complex plane, the group \( \Gamma = \mathbb{Z} \) acts by shifts, and \( A \) is generated by \( r(B), s(B) \) and the entries of a corepresentation \( u \) as in \((\dagger)\). Here, the relations imposed on the generators involve special meromorphic functions and the matrix \( u \) is longer unitary.

II.1 Free dynamical quantum groups and the dynamical \( SU_q(2) \). The main results of the article [II.1] are as follows.
(1) The non-dynamical quantum group $O(SU_{q}(2))$ belongs to the family of free orthogonal quantum groups. The latter were introduced along with free unitary quantum groups by Wang [70] and Wang and Van Daele [66] and have been studied intensely; see, for example, [2], [3], [4], [15], [69]. Briefly, the free orthogonal quantum group with parameter $F \in \text{GL}_n(\mathbb{C})$ is the universal quantum group $(A, \Delta)$ with a matrix $u \in M_{n}(A)$ such that $\Delta(u_{ij}) = \sum_{k} u_{ik} \otimes u_{kj}$ and $u = FuF^{-1}$, that is, $u$ is a corepresentation of $(A, \Delta)$ and $F$ intertwines $u$ and its conjugate $\bar{u}$.

The article [II.1] introduces dynamical analogues of the free orthogonal and free unitary quantum groups and shows that the dynamical analogue of $O(SU_{q}(2))$ of Koelink and Rosengren is an example of a free orthogonal dynamical quantum group.

(2) Koelink and Rosengren remarked that in a sense, the dynamical analogue of $O(SU_{q}(2))$ contains the non-dynamical $O(SU_{q}(2)), O(SU_{q^{-1}}(2))$ and further quantum groups as limit cases. In the article [II.1], we make this precise in three steps. First, we extend the assignment that associates to a fixed dynamics $(B, \Gamma)$ the category of dynamical quantum groups over $(B, \Gamma)$ to a functor that associates to each equivariant homomorphism $\pi$ of commutative algebras a base change functor $\pi^{*}$ on dynamical quantum groups. Second, we refine the definition of the dynamical analogue of $O(SU_{q}(2))$, replacing the field $B$ of meromorphic functions by a smaller algebra $B'$.

Finally, we show that the limit cases above correspond to base changes, applied to the refined analogue of $O(SU_{q}(2))$ and certain homomorphisms from $B'$ to $\mathbb{C}$.

(3) The free orthogonal and free unitary quantum groups of Wang and Van Daele can easily be defined on the level of universal $C^*$-algebras. In [II.1], we show that the same is possible for their dynamical analogues. The main step is to construct a $C^*$-algebraic analogue of the product $A \tilde{\otimes} A$ which appears as the target of the comultiplication.

II.2 Measured quantum groupoids and proper dynamical quantum groups.
To every quantum group in the algebraic setting that has a positive left- or right-invariant functional, that is, an analogue of a left or right Haar measure, one can associate a locally compact quantum group in the setting of operator algebras. The basic idea is to use the GNS-construction for the functional. To show that this construction yields bounded operators and to extend the comultiplication, however, one needs a multiplicative unitary, see also §I.2.

For quantum groupoids, the connection between the algebraic and the operator-algebraic setting had only been studied in the finite-dimensional case [43], [65]. In the article [II.2], we carry the construction above over to dynamical quantum groups that are compact or, borrowing terminology from groupoids, proper in a certain sense.

The motivating example for the construction in [II.2] is the dynamical analogue $(B, A, r, s, \Delta)$ of $O(SU_{q}(2))$ mentioned above. Studying its representation theory, Koelink and Rosengren obtained in [33] a Peter-Weyl decomposition of $A$ as a direct sum of matrix coefficients of irreducible corepresentations. The subspace of $A$ corresponding to the trivial corepresentation is $r(B)s(B) \cong B \otimes B$, and the projection onto this subspace is bi-invariant with respect to the comultiplication in a suitable sense.

The main ideas and results of the article [II.2] are as follows.

(1) We fix a dynamical quantum group that is equipped with a left- and a right-invariant map $\phi, \psi: A \to B$ and a functional $\mu: B \to \mathbb{C}$ that is quasi-invariant with respect to the action of $\Gamma$ and satisfies $\mu \circ \phi = \mu \circ \psi$. In the case of the
dynamical analogue of $O(SU_q(2))$, suitable maps $\phi$ and $\psi$ can be obtained from the bi-invariant projection $A \to r(B)s(B)$. We then establish the existence of a modular automorphism $\theta$ on $A$ satisfying $\nu(aa') = \nu(a'\theta(a))$ for all $a, a' \in A$, where $\nu := \mu \circ \phi = \mu \circ \psi$.

(2) We assume that $\mu$ and $\nu$ are positive and faithful. Then they yield natural inner products on $B$ and $A$ and corresponding Hilbert space completions $\mathfrak{H}$ and $H$. We furthermore assume that left multiplication on $B \subseteq \mathfrak{H}$ extends to a representation $B \to \mathcal{L}(\mathfrak{H})$. Then the second main result is the existence of $C^*$-pseudo-multiplicative unitaries $V: H_{\alpha} \otimes_{\beta} H \to H_{\beta} \otimes_{\alpha} H$ and $W: H_{\beta} \otimes_{\alpha} H \to H_{\alpha} \otimes_{\beta} H$, where, roughly, the subspaces $\alpha, \beta, \hat{\beta} \subseteq \mathcal{L}(\mathfrak{H}), H$ are spanned by operators of the form $b \mapsto r(b)a$, $b \mapsto s(b)a$ or $b \mapsto ar(b)$ associated to elements $a \in A$, and $V$ and $W^*$ are suitable closures of the maps $a \otimes a' \mapsto \Delta(a)(1 \otimes a')$ and $a \otimes a' \mapsto \Delta(a')(a \otimes 1)$. For some background, see §I.1 and §I.2.

(3) Using the $C^*$-pseudo-multiplicative unitaries $V$ and $W$, we obtain completions of the dynamical quantum group and a generalized Pontryagin dual on the level of $C^*$-algebras and von Neumann algebras. In particular, we show that the GNS-representation for $\nu$ is via bounded operators and that the comultiplication extends to the completion.

(4) Under mild assumptions on the algebra $B$ and the functional $\mu$, we lift the maps $\phi, \psi$ to the level of von Neumann algebras and obtains a measured quantum groupoid in the sense of Enock and Lesieur [20], [39].
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THE RELATIVE TENSOR PRODUCT AND A MINIMAL FIBER PRODUCT IN THE SETTING OF C*-ALGEBRAS
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Abstract. We introduce a relative tensor product of C*-bimodules and a spatial fiber product of C*-algebras that are analogues of Connes’ fusion of correspondences and the fiber product of von Neumann algebras introduced by Sauvageot, respectively. These new constructions form the basis for our approach to quantum groupoids in the setting of C*-algebras that is published separately.
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1. Introduction

The relative tensor product of Hilbert modules over von Neumann algebras was introduced by Connes in an unpublished manuscript [4], [10], [20] and later used by Sauvageot to define a fiber product of von Neumann algebras relative to a common (commutative) von Neumann subalgebra [21]. These constructions and Haagerup’s theory of operator-valued weights on von Neumann algebras [12], [13] form the basis for the theory of measured quantum groupoids developed by Enock, Lesieur and Vallin [8], [9], [18], [30], [31].

In this article, we introduce a new notion of a bimodule in the setting of $C^*$-algebras, construct relative tensor products of such bimodules, and define a fiber product of $C^*$-algebras represented on such bimodules. These constructions form the basis for a series of articles on quantum groupoids in the setting of $C^*$-algebras, individually addressing fundamental unitaries [29], axiomatics of the compact case [25], and coactions of quantum groupoids on $C^*$-algebras [28]. Moreover, our previous approach to quantum groupoids in the setting of $C^*$-algebras [27] embeds functorially into this new framework [26], and the latter overcomes the serious restrictions of the former one.

Already in the definition of a quantum groupoid, the relative tensor product and a fiber product appear as follows. Roughly, such an object consists of the following ingredients: an algebra $B$, thought of as the functions on the unit space, an algebra $A$, thought of as functions on the total space, a homomorphism $r: B \to A$ and an antihomomorphism $s: B \to A$ corresponding to the range and the source map, and a comultiplication $\Delta: B \to A \otimes B$ corresponding to the multiplication of the quantum groupoid. Here, $A \otimes B$ is a fiber product whose precise definition depends on the class of the algebras involved. In the setting of operator algebras, $A$ acts naturally on some bimodule $H$ and product $A \otimes B$ is a certain subalgebra of operators acting on a relative tensor product $H \otimes B$. This relative tensor product is important also because it forms the domain or range of the fundamental unitary of the quantum groupoid.

Let us now sketch the problems and constructions studied in this article.

The first problem is the construction of a tensor product $H \otimes B K$ of modules $H, K$ over some algebra $B$. In the algebraic setting, $H \otimes B K$ is simply a quotient of the full tensor product $H \otimes B K$. In the setting of von Neumann algebras, $H$ and $K$ are Hilbert spaces, and Connes explained that the right tensor product is not a completion of the algebraic one but something more complicated. If $B$ is commutative and of the form $B = L^\infty(X, \mu)$, then the modules $H, K$ can be disintegrated into two measurable fields of Hilbert spaces in the form $H = \int_X H_x d\mu(x)$ and $K = \int_X K_x d\mu(x)$, and $H \otimes B K$ is obtained by taking tensor products of the fibers and integrating again: $H \otimes B K = \int_X H_x \otimes K_x d\mu(x)$. For the situation where $B$ is a $C^*$-algebra, we propose an approach that is based on the internal tensor product of Hilbert $C^*$-modules and essentially consists of an algebraic reformulation of Connes’ fusion. Central to this approach is a new notion of a bimodule in the setting of $C^*$-algebras.
The second problem is the construction of a fiber product $A \ast C$ of two algebras $A, C$ relative to a subalgebra $B$. If $B$ is central in $A$ and the opposite $B^{\text{op}}$ is central in $C$, this fiber product is just a relative tensor product. In the algebraic setting, it coincides with the tensor product of modules; in the setting of operator algebras, it can be obtained via disintegration and a fiberwise tensor product again. This approach was studied by Sauvageot for Neumann algebras [21], and by Blanchard [1] for $C^*$-algebras.

The case where the subalgebra $B^{\text{op}}$ is no longer central in $A$ or $C$ is more difficult. In the algebraic setting, the fiber product was introduced by Takeuchi [24] and is, roughly, the largest subalgebra of the relative tensor product $A \otimes_B C$ where componentwise multiplication is still well defined. In the setting of von Neumann algebras, Sauvageot’s definition of the fiber product carries over to the general case and takes the form $A \ast_B C = (A' \otimes_B C')'$, where $A$ and $C$ are represented on Hilbert spaces $H$ and $K$, respectively, and $A' \otimes_B C'$ acts on Connes’ relative tensor product $H \otimes_B K$. Here, it is important to note that $A' \otimes_B C'$ is a completion of an algebraic tensor product spanned by elementary tensors, but in general, $A \ast_B C$ is not. Similarly, in the setting of $C^*$-algebras, one can not start from some algebraic tensor product and define the fiber product to be some completion; rather, a new idea is needed. We propose such a new fiber product for $C^*$-algebras represented on the new class of modules mentioned above. Unfortunately, several important questions concerning this construction remain open, but the applications in [25], [28], [29] already prove its usefulness.

This article is organized as follows.

The introduction ends with a short summary on terminology and some background on Hilbert $C^*$-modules.

Section 2 is devoted to the relative tensor product in the setting of $C^*$-algebras. It starts with some motivation, then presents a new notion of modules and bimodules in the setting of $C^*$-algebras, and finally gives the construction and its formal properties like functoriality, associativity and unitality.

Section 3 introduces a minimal fiber product of $C^*$-algebras. It begins with an overview and then proceeds to $C^*$-algebras represented on the class of modules and bimodules introduced in Section 2. The fiber product is first defined and studied for such represented $C^*$-algebras, including a discussion of functoriality, slice maps, lack of associativity, and unitality. A natural extension to non-represented $C^*$-algebras is indicated at the end.

Section 4 relates our constructions for the setting of $C^*$-algebras to the corresponding constructions for the setting of von Neumann algebras. Adapting our constructions to von Neumann algebras, one recovers Connes fusion and Sauvageot’s fiber product; moreover, the constructions are related by functors going from the $C^*$-level to the $W^*$-level. The section ends with a categorical interpretation of Sauvageot’s fiber product.

Section 5 shows that for a commutative base $B = C_0(X)$, the relative tensor product of the new class of modules corresponds to the fiberwise tensor product of continuous Hilbert bundles over $X$, and the fiber product of represented $C^*$-algebras is related to the relative tensor product of continuous $C_0(X)$-algebras studied by Blanchard.

We use the following conventions and notation.
Given a category $C$, we write $A, B \in C$ to indicate that $A, B$ are objects of $C$, and denote by $C(A, B)$ the associated set of morphisms.

Given a subset $Y$ of a normed space $X$, we denote by $[Y] \subset X$ the closed linear span of $Y$.

All sesquilinear maps like inner products on Hilbert spaces are assumed to be conjugate-linear in the first component and linear in the second one.

Given a Hilbert space $H$ and an element $\xi \in H$, we define ket-bra operators $|\xi\rangle : C \to H$, $\lambda \mapsto \lambda \xi$, and $\langle \xi\rangle^\ast : H \to C$, $\xi' \mapsto \langle \xi\rangle^\ast \xi'$.

We shall make extensive use of (right) Hilbert $C^\ast$-modules; a standard reference is [16].

Let $A$ and $B$ be $C^\ast$-algebras. Given Hilbert $C^\ast$-modules $E$ and $F$ over $B$, we denote by $\mathcal{L}(E, F)$ the space of all adjointable operators from $E$ to $F$. Let $E$ and $F$ be Hilbert $C^\ast$-modules over $A$ and $B$, respectively, and let $\pi : A \to \mathcal{L}(F)$ be a $*$-homomorphism. Then the internal tensor product $E \otimes^\pi F$ is a Hilbert $C^\ast$-module over $B$ [16, §4] and the closed linear span of elements $\eta \otimes^\pi \xi$, where $\eta \in E$ and $\xi \in F$ are arbitrary, and $(\eta \otimes^\pi \xi)(\eta' \otimes^\pi \xi') = \langle \xi\rangle^\ast \pi(\langle \eta\rangle^\ast \langle \eta'\rangle)(\xi')$ and $(\eta \otimes^\pi \xi)b = \eta \otimes^\pi \xi b$ for all $\eta, \eta' \in E, \xi, \xi' \in F, b \in B$.

We denote the internal tensor product by “$\otimes^\pi$” and drop the index $\pi$ if the representation is understood; thus, $E \otimes F = E \otimes^\pi F = E \otimes^\ast F$.

We define a flipped internal tensor product $F \otimes^\pi E$ as follows. We equip the algebraic tensor product $F \odot E$ with an product $\langle \xi \otimes \eta | \xi' \otimes \eta' \rangle := \langle \xi | \pi(\langle \eta\rangle^\ast \langle \eta'\rangle)(\xi') \rangle$ and a module structure via $(\xi \otimes \eta)b := \xi b \otimes \eta$, form the separated completion, and obtain a Hilbert $C^\ast$-$B$-module $F \otimes^\pi E$ which is the closed linear span of elements $\xi \otimes^\pi \eta$, where $\eta \in E$ and $\xi \in F$ are arbitrary, and $(\xi \otimes^\pi \eta)(\xi' \otimes^\pi \eta') = \langle \xi | \pi(\langle \eta\rangle^\ast \langle \eta'\rangle)(\xi') \rangle$ and $(\xi \otimes^\pi \eta)b = \xi b \otimes \eta$ for all $\eta, \eta' \in E, \xi, \xi' \in F, b \in B$. As above, we usually drop the index $\pi$ and simply write “$\otimes$” instead of “$\otimes^\pi$”. Evidently, there exists a unitary $\Sigma : F \otimes E \xrightarrow{\cong} E \otimes F$, $\eta \otimes \xi \mapsto \xi \otimes \eta$.

Let $E_1, E_2$ be Hilbert $C^\ast$-modules over $A$, let $F_1, F_2$ be Hilbert $C^\ast$-modules over $B$ with $*$-homomorphisms $\pi_i : A \to \mathcal{L}(F_i)$ for $i = 1, 2$, and let $S \in \mathcal{L}(E_1, E_2)$, $T \in \mathcal{L}(F_1, F_2)$ such that $T \pi_1(a) = \pi_2(a)T$ for all $a \in A$. Then there exists a unique operator $S \otimes T \in \mathcal{L}(E_1 \otimes F_1, E_2 \otimes F_2)$ such that $(S \otimes T)(\eta \otimes \xi) = S\eta \otimes T\xi$ for all $\eta \in E_1, \xi \in F_1$, and $(S \otimes T)^* = S^* \otimes T^*$ [7, Proposition 1.34].

2. The relative tensor product in the setting of $C^\ast$-algebras

2.1. Motivation. The aim of this section is to construct a relative tensor product of suitably defined left and right modules over a general $C^\ast$-algebra $B$ such that i) the construction shares the main properties of the ordinary tensor product of bimodules over rings like functoriality and associativity and ii) the modules admit representations of $C^\ast$-algebras that do not commute with the module structures. The latter condition will be needed to construct fiber products of $C^\ast$-algebras; see Section 3.

The internal tensor product of Hilbert $C^\ast$-modules meets condition i) but not ii) because $C^\ast$-algebras represented on such modules necessarily commute with the right module structure. An approach to quantum groupoids based on the internal tensor product was developed in [27] but remained restricted to very special cases.

What we are looking for is an analogue of Connes’ fusion of correspondences. Here, $B$ is a von Neumann algebra, and left and right modules are Hilbert spaces equipped with suitable representation or antirepresentation of $B$, respectively. The relative tensor
product of a right module $H$ and a left module $K$ is then constructed as follows. Choose a normal, semi-finite, faithful (n.s.f.) weight $\mu$ on $B$, construct a $B$-valued inner product $\langle \cdot | \cdot \rangle_\mu$ on the dense subspace $H_0 \subseteq H$ of all bounded vectors, and define $H \otimes K$ to be the separated completion of the algebraic tensor product $H_0 \odot K$ with respect to the sesquilinear form given by $\langle \xi \otimes \eta | \xi' \otimes \eta' \rangle = \langle \eta | \xi \rangle_\mu \langle \xi' | \eta' \rangle_\mu$. The definition of bounded vectors involves the GNS-space $\mathfrak{H}$ := $H_\mu$ for $\mu$ which — by Tomita-Takesaki theory — is bimodule over $B$, and each bounded vector $\xi \in H_0$ gives rise to a map $L(\xi) \in \mathcal{L}(\mathfrak{H}_B, H_B)$ of right $B$-modules such that $\langle \xi | \xi' \rangle_\mu = L(\xi^* L(\xi') \in B \subseteq \mathcal{L}(\mathfrak{H})$.

**Example 2.1.** Assume that $B = L^\infty(X, \mu)$ for some nice measure space $(X, \mu)$, and denote the weight on $B$ given by integration by $\mu$ as well. Then $\mathfrak{H} = L^2(X, \mu)$, and we can disintegrate $H$ and $K$ into measurable fields $(H_x)_x$ and $(K_x)_x$ of Hilbert spaces over $X$ such that $H \cong \int_X H_x d\mu(x)$ and $K \cong \int_X K_x d\mu(x)$. Each vector $\xi$ of $H$ or $K$ corresponds to a measurable section $x \mapsto \xi(x)$ with square-integrable norm function $\|\xi\|_x$, and is bounded with respect to $\mu$ if and only if this norm function is essentially bounded. Then for all $\xi, \xi' \in H_0$, $x \in X$, $\eta, \eta' \in K$,

$$\langle \xi | \xi' \rangle_\mu(x) = \langle \xi(x) | \xi'(x) \rangle_{H_x},$$

$$\langle \xi \otimes \eta | \xi' \otimes \eta' \rangle = \int_X \langle \xi(x) | \xi'(x) \rangle \langle \eta(x) | \eta'(x) \rangle d\mu(x),$$

and $H \otimes K \cong \int_X H_x \otimes K_x d\mu(x)$. Note that the sesquilinear form above need not extend to $H \odot K$ because the integrand need not be in $L^1(X, \mu)$ for arbitrary $\xi, \xi' \in H$ and $\eta, \eta' \in K$.

For our purpose, the following algebraic description of $H \otimes K$ is useful. This relative tensor product can be identified with the separated completion of algebraic tensor product

$$(2.1) \quad \mathcal{L}(\mathfrak{H}_B, H_B) \odot \mathfrak{H} \odot \mathcal{L}(B \mathfrak{H}, B K)$$

with respect to the sesquilinear form

$$\langle S \odot \zeta \odot T | S' \odot \zeta' \odot T' \rangle = \langle \zeta | S^* S' T^* T' \zeta' \rangle = \langle \zeta | T^* T' S^* S' \zeta' \rangle,$$

where $\mathcal{L}(\mathfrak{H}_B, H_B)$ and $\mathcal{L}(B \mathfrak{H}, B K)$ are all bounded maps of right or left $B$-modules, respectively. We adapt this definition to the setting of $C^*$-algebras, making the following modifications:

(A) The construction above depends on the choice of some n.s.f. weight $\mu$ or, more precisely, the triple $(H_\mu, \pi_\mu(B), \pi_\mu(B'))$, but any other $\mu$ yields a triple which is unitarily equivalent. In the setting of $C^*$-algebras, such a canonical triple does not exist but has to be chosen.

(B) The module structure of $H$ and $K$ can equivalently be described in terms of (anti)representations of $B$ or in terms of the spaces $\mathcal{L}(\mathfrak{H}_B, H_B)$ and $\mathcal{L}(B \mathfrak{H}, B K)$. In the setting of $C^*$-algebras, this equivalence breaks down, and we shall make suitable closed subspaces of intertwiners the primary object. In the commutative case, a representation corresponds to a measurable field of Hilbert spaces, and the subspaces fix a continuous structure.
(C) If $H$ and $K$ are bimodules, then so is $H \otimes K$. Here, a bimodule structure on $H$ is given by the additional choice of a representation of some von Neumann algebra $A$ that commutes with the antirepresentation of $B$ or, equivalently, satisfies $A \mathcal{L}(\delta_B, H_B) = \mathcal{L}(\delta_B, H_B)$. If we pass to $C^*$-algebras, then commutation is too weak, and we shall adopt the second condition, where $\mathcal{L}(\delta_B, H_B)$ is replaced by the subspace of intertwiners mentioned above.

2.2. Modules and bimodules over $C^*$-bases. Observation (A) leads us to adopt the following terminology.

**Definition 2.2.** A $C^*$-base $b = (\mathfrak{H}, \mathfrak{B}, \mathfrak{B}^\dagger)$ consists of a Hilbert space $\mathfrak{H}$ and commuting nondegenerate $C^*$-algebras $\mathfrak{B}, \mathfrak{B}^\dagger \subseteq \mathcal{L}(\mathfrak{H})$, respectively. The opposite of $b$ is the $C^*$-base $b^\dagger := (\mathfrak{H}, \mathfrak{B}^\dagger, \mathfrak{B})$. A $C^*$-base $(\mathfrak{H}, \mathfrak{A}, \mathfrak{A}^\dagger)$ is equivalent to $b$ if $\text{Ad}_\mathcal{V}(\mathfrak{A}) = \mathfrak{B}$ and $\text{Ad}_\mathcal{V}(\mathfrak{A}^\dagger) = \mathfrak{B}^\dagger$ for some unitary $\mathcal{V} \in \mathcal{L}(\mathfrak{H}, \mathfrak{H})$.

Clearly, the Hilbert space $\mathfrak{C}$ and twice the algebra $\mathfrak{C} \equiv \mathcal{L}(\mathfrak{C})$ form a trivial $C^*$-base $t = (\mathfrak{C}, \mathfrak{C}, \mathfrak{C})$.

**Example 2.3.** Let $\mu$ be a proper, faithful KMS-weight on a $C^*$-algebra $A$ [15] with GNS-space $H_\mu$, GNS-representation $\pi_\mu: A \to \mathcal{L}(H_\mu)$, modular conjugation $J_\mu: H_\mu \to H_\mu$, and opposite GNS-representation $\pi_\mu^\text{op}: A^\text{op} \to \mathcal{L}(H_\mu)$, $a \mapsto J_\mu \pi_\mu(a^*) J_\mu$. Then the triple $(H_\mu, \pi_\mu(A), \pi_\mu^\text{op}(A^\text{op}))$ is a $C^*$-base. Its opposite is equivalent to the $C^*$-base associated to the opposite weight $\mu^\text{op}$ on $A^\text{op}$. Indeed, $H_\mu$ can be considered as the GNS-space for $\mu^\text{op}$ via the opposite GNS-map $\Lambda_{\mu^\text{op}}: \mathcal{N}_{\mu^\text{op}} \to H_\mu$, $a^\text{op} \mapsto J_\mu \pi_\mu(a^*)$, and then $J_{\mu^\text{op}} \pi_{\mu^\text{op}}(A^\text{op}) J_{\mu^\text{op}} = \pi_\mu(A)$.

Let $b = (\mathfrak{H}, \mathfrak{B}, \mathfrak{B}^\dagger)$ be a $C^*$-base. We define $C^*$-modules over $b$ as indicated in comment (B).

**Definition 2.4.** A $C^*$-$b$-module $H_\alpha = (H, \alpha)$ is a Hilbert space $H$ with a closed subspace $\alpha \subseteq \mathcal{L}(\mathfrak{H})$ satisfying $[\alpha \mathfrak{H}] = H$, $[\alpha \mathfrak{B}] = \alpha$, $[\alpha^* \alpha] = \mathfrak{B}$. A semi-morphism between $C^*$-$b$-modules $H_\alpha$ and $K_\beta$ is an operator $T \in \mathcal{L}(H, K)$ satisfying $T \alpha \subseteq \beta$. If additionally $T^* \beta \subseteq \alpha$, we call $T$ a morphism. We denote the set of all (semi-)morphisms by $\mathcal{L}_\text{(s)}(H_\alpha, K_\beta)$.

Evidently, the class of all $C^*$-$\alpha$-modules forms a category with respect to all semi-morphisms, and a $C^*$-category in the sense of [11] with respect to all morphisms.

**Lemma 2.5.**

(i) Let $H, K$ be Hilbert spaces and $I \subseteq \mathcal{L}(H, K)$ such that $[IH] = K$. Then there exists a unique normal, unital *-homomorphism $\rho_I: (I^* I)' \to (I^* I)'$ such that $\rho_I(x) S = S x$ for all $x \in (I^* I)'$, $S \in I$.

(ii) Let $H, K, L$ be Hilbert spaces and $I \subseteq \mathcal{L}(H, K)$, $J \subseteq \mathcal{L}(K, L)$ such that $[IH] = K$, $[JK] = L$, and $C^* J I \subseteq I$. Then $\rho_I(I^* I)' \subseteq (J^* J)'$ and $\rho_J \circ \rho_I = \rho_J I$.

**Proof.** (i) Uniqueness is evident. Let $x \in (I^* I)'$ and $S_1, \ldots, S_n \in I$, $\xi_1, \ldots, \xi_n \in H$. Since $x^* x$ commutes with each $S_i^* S_j$, the matrix $(S_i^* S_j x^* x)_{i,j} \in M_n(\mathcal{L}(H))$ is dominated by $\|x^* x\| (S_i^* S_j)_{i,j}$, and

$$\| \sum_i S_i x \xi_i \|^2 \leq \sum_{i,j} \langle \xi_i | S_i^* S_j x^* x \xi_j \rangle \leq \| x \|^2 \sum_{i,j} \langle \xi_i | S_i^* S_j \xi_j \rangle = \| x \|^2 \| \sum_i S_i \xi_i \|^2.$$
Hence, there exists an operator \( \rho_I(x) \in \mathcal{L}(K) \) as claimed. One easily verifies that the assignment \( x \mapsto \rho_I(x) \) is a *-homomorphism. It is normal because \( [IH] = K \) and for all \( S, T \in I, \xi, \eta \in K \), the functional \( x \mapsto \langle S\xi|\rho_I(x)T\eta \rangle = \langle \xi|x^*T\eta \rangle \) is normal.

(ii) Let \( x \in (J^*)' \). Then \( \rho_I(x) \in J^* \) since \( S^*T\rho_I(x)R = S^*TRx = \rho_I(x)S^*TR \) for all \( S, T \in J, R \in I \), and \( \rho_J(x) = \rho_J(\rho_I(x)) \) because \( \rho_J(x)TR = TRx = \rho_J(\rho_I(x))TR \) for all \( T \in J, R \in I \).

**Lemma 2.6.** Let \( H_\alpha \) be a \( C^*-\mathfrak{b}\)-module.

(i) \( \alpha \) is a Hilbert \( C^*-\mathfrak{B}\)-module with inner product \( \langle \xi, \xi' \rangle \mapsto \xi^*\xi' \).

(ii) There exist isomorphisms \( \alpha \otimes \mathfrak{R} \to H, \xi \otimes \zeta \mapsto \xi\zeta \), and \( \mathfrak{R} \otimes \alpha \to H, \zeta \otimes \xi \mapsto \zeta \xi \).

(iii) There exists a unique normal, unital and faithful representation \( \rho_\alpha : \mathfrak{B}^t \to \mathcal{L}(H) \) such that \( \rho_\alpha(x)(\xi\zeta) = \xi x\zeta \) for all \( x \in \mathfrak{B}^t, \xi \in \alpha, \zeta \in \mathfrak{R} \).

(iv) Let \( K_\beta \) be a \( C^*-\mathfrak{b}\)-module and \( T \in \mathcal{L}(H_\alpha, K_\beta) \). Then \( T\rho_\alpha(x) = \rho_\beta(x)T \) for all \( x \in \mathfrak{B}^t \). If additionally \( T \in \mathcal{L}(H_\alpha, K_\beta) \), then left multiplication by \( T \) defines an operator in \( \mathcal{L}_\mathfrak{B}(\alpha, \beta) \), again denoted by \( T \).

**Proof.** Assertions (i) and (ii) are obvious, and (iii) follows from the preceding results. To prove (iv), let \( x \in \mathfrak{B}^t, \xi \in \alpha, \zeta \in \mathfrak{R} \). Then \( T\xi \in \beta \) and \( T\rho_\alpha(x)\xi\zeta = T\xi x\zeta = \rho_\beta(x)T\xi\zeta \). □

**Example 2.7.** Let \( Z \) be a locally compact Hausdorff space, \( \mu \) a Radon measure on \( Z \) of full support, and \( \mathcal{H} = (H_z)_z \), a continuous bundle of Hilbert spaces on \( Z \) with full support. Then the Hilbert space \( \mathfrak{R} = L^2(Z, \mu) \) together with the \( C^*-\)algebras \( \mathfrak{B} = \mathfrak{B}^t = C_0(Z) \subseteq \mathcal{L}(\mathfrak{R}) \) forms a \( C^*-\)base. Let \( H = \int_Z H_z d\mu(z) \) and \( \alpha = m(\Gamma_0(\mathcal{H})) \), where for each section \( \xi \in \Gamma_0(\mathcal{H}) \), the operator \( m(\xi) \in \mathcal{L}(\mathfrak{R}, H) \) is given by pointwise multiplication, \( m(\xi)f = (\xi(z)f(z))_{z \in Z} \). Then \( H_\alpha \) is a \( C^*-\mathfrak{b}\)-module and \( \rho_\alpha : \mathfrak{B}^t = L^\infty(Z, \mu) \to \mathcal{L}(H) \) is given by pointwise multiplication of sections by functions. Every \( C^*-\mathfrak{b}\)-module arises in this way from a continuous bundle; see Section 5.

Let also \( \alpha = (\mathfrak{A}, \mathfrak{A}^t) \) be a \( C^*-\)base. We define \( C^*-\)\((\mathfrak{A}^t, \mathfrak{b})\)bimodules as indicated in (C).

**Definition 2.8.** A \( C^*-\)\((\mathfrak{A}^t, \mathfrak{b})\)-module is a triple \( (H, \alpha, \beta) = (H, \alpha, \beta) \), where \( H \) is a Hilbert space, \( (H, \alpha) \) a \( C^*-\mathfrak{A}^t\)-module, \( (H, \beta) \) a \( C^*-\mathfrak{b}\)-module, and \( [\rho_\alpha(\mathfrak{A})\beta] = \beta \) and \( [\rho_\beta(\mathfrak{B}^t)\alpha] = \alpha \). The set of (semi-)morphisms between \( C^*-\)\((\mathfrak{A}^t, \mathfrak{b})\)-modules \( \alpha H_\beta \) and \( \gamma K_\delta \) is the intersection \( \mathcal{L}(\alpha H_\beta, \gamma K_\delta) := \mathcal{L}(\alpha H_\beta) \cap \mathcal{L}(\gamma K_\delta) \).

**Remark 2.9.** By Lemma 2.6, we have \( [\rho_\alpha(\mathfrak{A}), \rho_\beta(\mathfrak{B}^t)] = 0 \) for every \( C^*-\)\((\mathfrak{A}^t, \mathfrak{b})\)-module \( \alpha H_\beta \).

Again, the class of all \( C^*-\)\((\mathfrak{A}^t, \mathfrak{b})\)-modules forms a category with respect to all semi-morphisms, and a \( C^*-\)category with respect to all morphisms.

**Example 2.10.**

(i) \( \mathfrak{H}_\alpha \) is a \( C^*-\)module, \( \rho_\alpha(x) = x \) for all \( x \in \mathfrak{A}' \), and \( \mathfrak{A}'\mathfrak{H}_\alpha \) is a \( C^*-\)\((\mathfrak{A}', \mathfrak{A})\)-module because \( [\rho_\mathfrak{A}(\mathfrak{A})\mathfrak{A}] = [\mathfrak{A}\mathfrak{A}] = \mathfrak{A} \) and \( [\rho_\mathfrak{A}(\mathfrak{A}')\mathfrak{A}'] = \mathfrak{A}' \).

(ii) Let \( H_\beta \) be a \( C^*-\)module, let \( t = (\mathfrak{C}, \mathfrak{C}, \mathfrak{C}) \) be the trivial \( C^*-\)base, and let \( \alpha = \mathcal{L}(C, H) \). Then \( \alpha H_\beta \) is a \( C^*-\)\((t, \mathfrak{b})\)-module.

(iii) Let \( (H_i)_i \) be a family of \( C^*-\)\((\mathfrak{A}^t, \mathfrak{b})\)-modules, where \( H_i = (H_i, \alpha_i, \beta_i) \) for each \( i \). Denote by \( \bigoplus_\alpha \mathfrak{H}_i \subseteq \mathcal{L}(\mathfrak{H}_i, \bigoplus_\alpha H_i) \) the norm-closed linear span of all operators of the form \( \zeta \mapsto (\xi_i\zeta)_i \), where \( (\xi_i)_i \) is in the algebraic direct sum \( \bigoplus_\alpha \mathfrak{A}_i \alpha_i \), and
similarly define $\bigoplus_i \mathcal{H}_i \subseteq \mathcal{L}(\mathfrak{R}, \oplus_i H_i)$. Then the triple $\bigoplus_i \mathcal{H}_i := (\oplus_i \mathcal{H}_i, \bigoplus_i \alpha_i, \bigoplus_i \beta_i)$ is a C*-($a^1$, $b$)-module, for each $j$, the canonical inclusions $j_j: H_j \to \oplus_i H_i$ and projection $\pi_j: \oplus_i H_i \to H_j$ are morphisms $\mathcal{H}_j \to \bigoplus_i \mathcal{H}_i$ and $\bigoplus_i \mathcal{H}_i \to H_j$, and with respect to these maps, $\bigoplus_i \mathcal{H}_i$ is the direct sum of the family $(\mathcal{H}_i)$.

The following example shows how bimodules arise from conditional expectations.

**Example 2.11.** Let $B$ be a C*-algebra with a KMS-state $\mu$ and associated C*-base $b$ (Example 2.3), let $A$ be a unital C*-algebra containing $B$ such that $1_A \in B$, and let $\phi: A \to B$ be a faithful conditional expectation such that $\nu := \mu \circ \phi$ is a KMS-state and $\phi \circ \sigma_t^\nu = \sigma_t^\mu \circ \phi$ for all $t \in \mathbb{R}$. Fix a GNS-construction $\pi_\nu: A \to \mathcal{L}(H_\nu)$ for $\nu$ with modular conjugation $J_\nu: H_\nu \to H_\nu$, and define $\pi_\nu^{op}: A^{op} \to \mathcal{L}(H_\nu)$ by $a \mapsto J_\nu \pi_\nu(a^*)J_\nu$. Then the inclusion $B \hookrightarrow A$ extends to an isometry $\zeta: \mathfrak{R} = H_\mu \hookrightarrow H_\nu = H$, and we obtain a C*-($b^1$, $b$)-module $\alpha H_\beta$, where $H = H_\nu$, $\alpha = [J_\nu \pi_\nu(A)\zeta]$, $\beta = [\pi_\nu(A)\zeta]$, and $\rho_\alpha \circ \pi^{op}_\nu = \pi^{op}_\nu$, $\rho_\beta \circ \pi_\mu = \pi_\nu$. Moreover, $\pi_\nu(A) + \pi^{op}_\nu((A \cap B')^{op}) \subseteq \mathcal{L}(H_\alpha)$, $\pi^{op}_\nu(A^{op}) + \pi_\nu(A \cap B') \subseteq \mathcal{L}(H_\beta)$. For details, see [25, §2-3].

### 2.3. The relative tensor product

The concepts introduced above allow us to adapt the algebraic formulation of Connes’ fusion to the setting of C*-algebras as follows. Let $b = (\mathfrak{R}, \mathfrak{B}, \mathfrak{B}^1)$ be a C*-base, $H_\beta$ a C*-b$^1$-module, and $K_\gamma$ a C*-b$^1$-module. Then the relative tensor product of $H_\beta$ and $K_\gamma$ is the Hilbert space

$$H_\beta \otimes_b K := \beta \otimes \mathcal{R} \otimes \gamma,$$

which is spanned by elements $\xi \otimes \zeta \otimes \eta$, where $\xi \in \beta$, $\zeta \in \mathfrak{R}$, $\eta \in \gamma$, the inner product being given by $\langle \xi \otimes \zeta \otimes \eta, \xi' \otimes \zeta' \otimes \eta' \rangle = \langle \zeta | \xi^* \xi' \eta^* \eta' \rangle = \langle \zeta | \eta^* \xi^* \xi' \zeta' \rangle$ for all $\xi, \xi' \in \beta$, $\zeta, \zeta' \in \mathfrak{R}$, $\eta, \eta' \in \gamma$.

**Example 2.12.**

(i) If $b$ is the trivial C*-base $t = (\mathfrak{C}, \mathfrak{C}, \mathfrak{C})$, then $\beta = \mathcal{L}(\mathfrak{C}, H)$, $\gamma = \mathcal{L}(\mathfrak{C}, K)$, and $H_\beta \otimes_b K \cong H \otimes K$ via $\xi \otimes \zeta \otimes \eta \mapsto \xi \zeta \otimes \eta \zeta = \xi \otimes \eta \zeta$.

(ii) Let $Z$ be a locally compact Hausdorff space, $\mu$ a Radon measure on $Z$ of full support, $\mathcal{H} = (H_z)_{z \in Z}$ and $K = (K_z)_{z \in Z}$ continuous bundles of Hilbert spaces on $Z$ with full support, and $H_\alpha, K_\beta$ the associated C*-b$^1$-modules as defined in Example 2.7. One easily checks that then we have an isomorphism

$$H_\beta \otimes_b K \to \int_Z H_z \otimes K_z \, d\mu(z), \quad m(\xi) \otimes \zeta \otimes m(\eta) \mapsto (\xi(z) \zeta(z) \otimes \eta(z))_{z \in Z}.$$

Let us list some easy observations and a few definitions.

(i) The isomorphisms in Lemma 2.6 (ii), applied to $H_\beta$ and $K_\gamma$, respectively, yield the following identifications which we shall use without further notice:

$$\beta \otimes_{\rho_\gamma} K \cong H_\beta \otimes_b K \cong H_{\rho_\beta \otimes \gamma}, \quad \xi \otimes \eta \zeta \equiv \xi \otimes \zeta \otimes \eta \equiv \xi \otimes \eta.$$

(ii) For each $\xi \in \beta$ and $\eta \in \gamma$, there exist bounded linear operators

$$|\xi|_1: K \to \beta \otimes_{\rho_\gamma} K = H_\beta \otimes_b K, \quad \omega \mapsto \xi \otimes \omega,$$

$$|\eta|_2: H \to \beta \otimes_{\rho_\gamma} K = H_\beta \otimes_b K, \quad \omega \mapsto \omega \otimes \eta.$$

whose adjoints $\langle \xi |_1 := |\xi\rangle^*_1$ and $\langle \eta |_2 := |\eta\rangle^*_2$ are given by

$$\langle \xi |_1 : \xi' \otimes \omega \mapsto \rho_{\gamma}(\xi' \xi')\omega, \quad \langle \eta |_2 : \omega \otimes \eta' \mapsto \rho_{\beta}(\eta^* \eta')\omega.$$

We put $| \beta |_1 := \left\{ |\xi|_1 \in \beta \right\} \subseteq \mathcal{L}(K, H_\beta \otimes_{b_\gamma} K)$ and similarly define $| \beta |_1, | \gamma |_2$.

(iii) For all $S \in \rho_{\beta}(\mathfrak{B}^1)'$ and $T \in \rho_{\gamma}(\mathfrak{B})'$, we have operators

$$S \otimes \text{id} \in \mathcal{L}(H_\rho \otimes \gamma) = \mathcal{L}(H_\beta \otimes_{b_\gamma} K), \quad \text{id} \otimes T \in \mathcal{L}(\beta \otimes_{\rho_{\gamma}} K) = \mathcal{L}(H_\beta \otimes_{b_\gamma} K).$$

If these operators commute, we let $S \otimes T := (S \otimes \text{id})(\text{id} \otimes T) = (\text{id} \otimes T)(S \otimes \text{id})$.

The commutativity condition holds in each of the following cases:

(a) $S \in L_s(H_\beta)$; then $(S \otimes T)(\xi \otimes \omega) = S\xi \otimes T\omega$ for each $\xi \in \beta, \omega \in K$;

(b) $T \in L_s(K, \gamma)$; then $(S \otimes T)(\omega \otimes \eta) = S\omega \otimes T\eta$ for each $\omega \in H, \eta \in \gamma$;

(c) $\mathfrak{B}^1)' = \mathfrak{B}^\omega$: for all $\xi, \xi' \in \beta$ and $\eta, \eta' \in \gamma$, the elements $\eta^* T\eta' \in \mathfrak{B}^\omega$ and $\xi^* S\xi' \in (\mathfrak{B}^1)'$ commute, and if $\xi, \xi' \in \mathfrak{F}$ and $\omega = \xi \otimes \zeta \otimes \eta, \omega' = \xi' \otimes \zeta' \otimes \eta'$, then

$$\langle \omega | (\text{id} \otimes T)(S \otimes \text{id})\omega' = \langle \xi | (\eta^* T\eta')(\xi^* S\xi')\zeta' = \langle \xi | (\xi^* S\xi')(\eta^* T\eta')\zeta' = \langle \omega | (S \otimes \text{id})(\text{id} \otimes T)\omega'.$$

Let $a = (\mathfrak{F}, \mathfrak{A}, \mathfrak{A}^1)$ and $c = (\mathfrak{L}, \mathfrak{C}, \mathfrak{C}^1)$ be further $C^*$-bases. Then the relative tensor product of bimodules over $(a^1, b)$ and $(b^1, c)$ is a bimodule over $(a^1, c)$.

**Proposition 2.13.** Let $\mathcal{H} = a H_\beta$ be a $C^*-(a^1, b)$-module, $\mathcal{K} = \gamma K_\delta$ a $C^*-(b^1, c)$-module, and

$$(2.2) \quad \alpha \triangleleft \gamma := [\gamma]_{2\alpha} \subseteq \mathcal{L}(\mathfrak{F}, H_\beta \otimes_{b_\gamma} K), \quad \beta \triangleright \delta := [\beta]_{1\delta} \subseteq \mathcal{L}(\mathfrak{L}, H_\beta \otimes_{b_\delta} K).$$

Then $\mathcal{H} \otimes \mathcal{K} := (\alpha \otimes \gamma)(H_\beta \otimes_{b_\gamma} K)(\beta \otimes \delta)$ is a $C^*-(a^1, c)$-module and

$$(2.3) \quad \rho_{(\alpha \otimes \gamma)}(x) = \rho_{\alpha}(x) \otimes \text{id} \quad \text{for all } x \in (\mathfrak{A}^1)', \quad \rho_{(\beta \otimes \delta)}(y) = \text{id} \otimes \rho_{\delta}(y) \quad \text{for all } y \in \mathfrak{C}^1.$$

**Proof.** The pair $(H_\beta \otimes_{b_\gamma} K, \alpha \triangleleft \gamma)$ is a $C^*^-$-algebra since $[\alpha^* \langle \gamma |_{2\alpha}] = [\alpha^* \rho_{\beta}(\mathfrak{B}^1)a] = \mathfrak{A}^1, [\langle \gamma |_{2\alpha}$ $\mathfrak{A}^1] = [\langle \gamma |_{2\alpha}]$, and $[\langle \gamma |_{2\alpha} \mathfrak{A}^1] = [\langle \gamma |_{2\alpha} H_\beta \otimes_{b_\gamma} K]$. Likewise, $(H_\beta \otimes_{b_\delta} K, \beta \triangleright \delta)$ is a $C^*^-$-algebra. For all $x \in (\mathfrak{A}^1)', \zeta \in \mathfrak{F}, \theta \in \alpha, \eta \in \gamma$, we have $|\eta|_2 \theta \in \alpha \triangleleft \gamma$ and hence

$$\rho_{(\alpha \otimes \gamma)}(x)(\theta \zeta \otimes \eta) = \rho_{(\alpha \otimes \gamma)}(x)|\eta|_2 \theta \zeta = |\eta|_2 \theta \zeta \zeta \zeta \otimes \eta = (\rho_{\alpha}(x) \otimes \text{id})(\theta \zeta \otimes \eta).$$

The first equation in (2.3) follows, and a similar argument proves the second one. Finally, $(\alpha \otimes \gamma)(H_\beta \otimes_{b_\gamma} K)(\beta \otimes \delta)$ is a $C^*^-(a^1, c)$-module because $[\rho_{(\alpha \otimes \gamma)}(\mathfrak{A})](\beta \otimes \delta) = [\rho_{(\alpha, \mathfrak{A})}](\beta \otimes \delta) = [\beta \otimes \delta]_{2\alpha}$. In the situation above, we call $\mathcal{H} \otimes \mathcal{K}$ the relative tensor product of $\mathcal{H}$ and $\mathcal{K}$. Note the following commutative diagram of Hilbert spaces and closed spaces of operators between...
them:

Given a $C^*$-$b$-module $\mathcal{H} = H_\beta$ and a $C^*$-$(a^\dagger, c)$-module $\mathcal{K} = \gamma K_\delta$, we abbreviate $H_\beta \otimes_\gamma K_\delta := (H_\beta \otimes_\gamma K_\delta)_{b=\delta}$. Likewise, we write $\alpha H_\beta \otimes c K$ for $(H_\beta \otimes_\gamma K)_{\alpha=\gamma}$ and $\alpha H_\beta \otimes_\gamma K_\delta$ for $(H_\beta \otimes_\gamma K)_{\beta=\delta}$.

The relative tensor product is functorial, associative, unital, and compatible with direct sums in the following sense:

**Proposition 2.14.** Let $\mathcal{H} = \alpha H_\beta$ and $\mathcal{H}^1 = \alpha_1 H^1_\beta, \mathcal{H}^2 = \alpha_2 H^2_\beta$ be $C^*$-$(a^\dagger, b)$-modules, $\mathcal{K} = \gamma K_\delta, \mathcal{K}^1 = \gamma_1 K^1_\delta, \mathcal{K}^2 = \gamma_2 K^2_\delta$ $C^*$-$(b^1, c)$-modules, and $\mathcal{L} = c L_\delta$ a $C^*$-$(c^1, d)$-module.

(i) $S \otimes T \in \mathcal{L}(\mathcal{H}^1 \otimes \mathcal{K}, \mathcal{H}^2 \otimes \mathcal{K}^2)$ for all $S \in \mathcal{L}(\mathcal{H}^1, \mathcal{H}^2)$, $T \in \mathcal{L}(\mathcal{K}, \mathcal{K}^2)$.

(ii) The composition of the isomorphisms $(H_\beta \otimes_\gamma K_\delta) \otimes_\gamma L \cong (H_\beta \otimes_\gamma K_\delta)_{\rho(=\beta) \circ \epsilon} \cong \beta \otimes_\rho \gamma K_\delta \otimes \epsilon$ and $\beta \otimes_\rho \gamma K_\delta \otimes \epsilon \cong \beta \otimes_\rho \gamma K_\delta \otimes L \cong H_\beta \otimes_\gamma K_\delta \otimes L$ is an isomorphism of $C^*$-$(a^\dagger, c)$-modules $\mathcal{K}^1 \otimes \mathcal{K}^2$.

(iii) Put $U := \gamma_1 \delta_2$. Then there exist isomorphisms

\[ r_{a,b}(\mathcal{H}) : \mathcal{H} \otimes U \to \mathcal{H}, \quad \zeta \otimes \xi \otimes b^\dagger \mapsto \xi b^\dagger \zeta = \rho_\beta(b^\dagger) \xi \zeta, \]

\[ l_{b,c}(\mathcal{K}) : U \otimes \mathcal{K} \to \mathcal{K}, \quad b \otimes \zeta \otimes \eta \mapsto \eta b \zeta = \rho_\gamma(b) \eta \zeta. \]

(iv) Let $(\mathcal{H}^i)_i$ be a family of $C^*$-$(a^\dagger, b)$-modules and $(\mathcal{K}^j)_j$ a family of $C^*$-$(b^1, c)$-modules. For each $i, j$, denote by $i^1_{\mathcal{H}^i} : H^i \to \bigoplus_j H^j$, $i^1_{\mathcal{K}^j} : K^j \to \bigoplus_j K^j$ and $\pi^1_{\mathcal{H}^i} : \bigoplus_j H^j \to H^i$, $\pi^1_{\mathcal{K}^j} : \bigoplus_j K^j \to K^j$ the canonical inclusions and projections, respectively. Then there exist inverse isomorphisms $\bigoplus_j (H^i \otimes K^j) \to (\bigoplus_j H^i) \otimes \bigoplus_j (\bigoplus_j K^j)$, given by $(\omega_{i,j})_{i,j} \mapsto \sum_{i,j} (i^1_{H^i} \otimes i^1_{K^j})(\omega_{i,j})$ and $((\pi^1_{H^i} \otimes \pi^1_{K^j})(\omega))_{i,j} \mapsto \omega$, respectively.

**Proof.** (i) If $S, T$ are as above and $\mathcal{H}^i = \alpha_i H^i_\beta, \mathcal{K}^j = \gamma_j K^j_\delta$ for $i, j = 1, 2$, then $(S \otimes T)[\gamma_1]_{\alpha_1} \subseteq (T \otimes H^j_{\beta})_{\alpha_1} \subset \gamma_2 [\alpha_2] \subset \gamma_2 [\alpha_2]$ and similarly $(S \otimes T)[\beta_1]_{\gamma_1} \subset \beta_2 [\gamma_1] \subset \beta_2 [\gamma_1]$.

(ii) Straightforward.

(iii) $r_{a,b}(\mathcal{H}) \cdot (\alpha \otimes \mathcal{B}^\dagger) = [\rho_\beta(\mathcal{B}^\dagger) \alpha] = \alpha$ and $r_{a,b}(\mathcal{H}) \cdot (\beta \otimes \mathcal{B}) = [\beta \mathcal{B}] = \beta$. For $l_{b,c}(\mathcal{K})$, the arguments are similar.

(iv) Straightforward. \[ \square \]

**Remark 2.15.** The relative tensor product of modules and morphisms can be considered as composition in a bicategory as follows. Recall that a bicategory $\mathbf{B}$ consists of a class of objects $\text{ob} \mathbf{B}$, a category $\mathbf{B}(A, B)$ for each $A, B \in \text{ob} \mathbf{B}$ whose objects and morphisms are called 1-cells and 2-cells, respectively, a functor $c_{A,B,C} : \mathbf{B}(B, C) \times \mathbf{B}(A, B) \to \mathbf{B}(A, C)$.
\[ \textbf{APPENDIX I.1 — RELATIVE TENSOR AND FIBER PRODUCT} \]

\[ \mathcal{B}(A,C) \] ("composition") for each \( A,B,C \in \text{ob} \mathcal{B} \), an object \( 1_A \in \mathcal{B}(A,A) \) ("identity") for each \( A \in \text{ob} \mathcal{B} \), an isomorphism \( a_{A,B,C,D}(f,g,h) : c_{A,B,D}(c_{B,C,D}(h,g),f) \to c_{A,C,D}(h,c_{A,B,C}(g,f)) \) in \( \mathcal{B}(A,D) \) ("associativity") for each triple of 1-cells \( A \xrightarrow{f} B \xrightarrow{g} C \xrightarrow{h} D \) in \( \mathcal{B} \), and isomorphisms \( l_A(f) : c_{A,A,B}(f,1_A) \to f \) and \( r_B(f) : c_{A,B,B}(1_B,f) \to f \) in \( \mathcal{B}(A,B) \) for each 1-cell \( A \xrightarrow{f} B \) in \( \mathcal{B} \), subject to several axioms [17]. Tidious but straightforward calculations show that there exists a bicategory \( \mathcal{C}^*\text{-bimod} \) such that

\begin{itemize}
  \item[(i)] the objects are all \( C^*\)-bases and \( \mathcal{C}^*\text{-bimod}(a,b) \) is the category of all \( C^*\)-(\( a^\dagger, b \))-modules with morphisms (not semi-morphisms) for all \( C^*\)-bases \( a, b \);
  \item[(ii)] the functor \( c_{a,b,c} \) is given by \( (\gamma K_{\delta}, \alpha H_{\beta}) \mapsto \alpha H_{\beta} \otimes \gamma K_{\delta} \) and \( (T,S) \mapsto S \otimes T \), respectively, and the identity \( 1_a \) is \( \alpha \delta \alpha \delta \) for all \( C^*\)-bases \( a, b, c, \delta \);
  \item[(iii)] \( a, r, l \) are as in Proposition 2.14.
\end{itemize}

### 3. The spatial fiber product of \( C^*\)-algebras

#### 3.1. Background

We now use the relative tensor product to construct a fiber product of \( C^*\)-algebras that are represented on \( C^*\)-modules over \( C^*\)-bases. To motivate our approach, let us first review several related constructions. In each case, the task is to construct a relative tensor product or "fiber product" of two algebras \( A \) and \( C \) with respect to a common subalgebra \( B \).

First, assume that we are working in the category of unital commutative rings. Then the fiber product is just the push-out of the diagram formed by \( A \xrightarrow{f} B \xrightarrow{g} C \), and make sense componentwise. In the category of commutative \( C^*\)-algebras, the push-out is the maximal completion of the algebraic tensor product \( A \otimes B \overset{\mu}{\to} C \) and, as usual in the setting of \( C^*\)-algebras, also other interesting completions exist [1]. For example, if \( B = C_0(X) \) for some locally compact Hausdorff space and if \( A \) and \( C \) are represented on Hilbert spaces \( H \) and \( K \), respectively, then \( H \) and \( K \) can be disintegrated over \( X \) with respect to some measure \( \mu \) (see Subsection 2.1), and the algebra \( A \otimes B \) has a natural representation \( \pi \) on the relative tensor product \( \pi(B) = \int_X H_x \otimes K_x \overset{\mu}{\mu} \pi(x) \), leading to a minimal completion \( \pi(A \otimes C) \). In the setting of von Neumann algebras, \( H \) and \( K \) are intrinsic, and the desired fiber product is \( \pi(A \otimes C)'' \subseteq \mathcal{L}(H \otimes K) \). Note that all of these constructions do not depend on commutativity of \( A \) and \( C \) and make sense as long as \( B \) is central in \( A \) and in \( C \).

Next, consider the case where \( A, B, C \) are non-commutative, \( B \) is a subalgebra of \( A \), and the opposite \( B^{op} \) is a subalgebra of \( C \). Then one can consider \( A \) and \( C \) as modules over \( B \) via right multiplication, and form the algebraic tensor product \( A \otimes_B C \), but componentwise multiplication is well defined only on the subspace \( A \times C \subseteq A \otimes_B C \) which consists of all elements \( \sum_i a_i \otimes c_i \) satisfying \( \sum_i ba_i \otimes c_i = \sum_i a_i \otimes b^{op} c_i \) for all \( b \in B \). This subspace was first considered by Takeuchi and provides the right notion of a fiber product for the algebraic theory of quantum groupoids [2], [32]. In the setting of
C*-algebras, the Takeuchi product $A \times^B C$ may be 0 even when we expect a nontrivial fiber product on the level of C*-algebras; therefore, the latter can not be obtained as the completion of the former. In the setting of von Neumann algebras, a fiber product can be constructed as follows [21]. If $A$ and $C$ act on Hilbert spaces $H$ and $K$, respectively, one can form the Connes fusion $H \otimes K$ with respect to some weight $\mu$ on $B$ and the actions of $B$ on $H$ and $B^{\text{opp}}$ on $K$ which — by functoriality — carries a representation $\pi: A' \cap C' \to \mathcal{L}(H \otimes K)$, and the desired fiber product is $A \ast C = \pi(A' \cap C')^\mu$. A categorical interpretation of this construction is given in 4.3.

We modify the last construction to define a fiber product for C*-algebras $A$ and $C$ as follows.

(A) We assume that $A$ and $C$ are represented on a C*-b-module $H_\beta$ and a C*-b\dag-module $K_\gamma$, respectively, where $b = (\mathfrak{b}, \mathfrak{B}, \mathfrak{B}^\dagger)$ is a C*-base, such that $\rho_\beta(\mathfrak{B})$ and $\rho_\gamma(\mathfrak{B}^\dagger)$ take the places of $B$ and $B^{\text{opp}}$, respectively.

(B) On $H_\beta \otimes_b K$, we define two C*-algebras $\text{Ind}_{[\beta]}(A)$ and $\text{Ind}_{[\beta]}(C)$ which, roughly, take the places of $\pi(A' \cap \text{id}_K)^\gamma$ and $\pi(\text{id}_H \circ C')^\beta$.

(C) The fiber product is then $A_\beta \ast B = \text{Ind}_{[\beta]}(A) \cap \text{Ind}_{[\beta]}(C) \subseteq \mathcal{L}(H_\beta \otimes_b K)$.

3.2. C*-algebras represented on C*-modules. Let $b = (\mathfrak{b}, \mathfrak{B}, \mathfrak{B}^\dagger)$ be a C*-base. As indicated in step (A), we adopt the following terminology.

Definition 3.1. A C*-b\dag-algebra $(A, \rho)$, briefly written $A_\rho$, is a C*-algebra $A$ with a \ast-homomorphism $\rho: \mathfrak{B}^\dagger \to M(A)$. A morphism of C*-b\dag-algebras $A_\rho$ and $B_\sigma$ is a \ast-homomorphism $\pi: A \to B$ satisfying $\sigma(x)\pi(a) = \pi(\rho(x)a)$ for all $x \in \mathfrak{B}^\dagger, a \in A$. We denote the category of all C*-b\dag-algebras by $\text{C}_b^*\mathfrak{B}^\dagger$.

A (nondegenerate) C*-b-algebra is a pair $A_H^\alpha = (H_\alpha, A)$, where $H_\alpha$ is a C*-b-module, $A \subseteq \mathcal{L}(H)$ a (nondegenerate) C*-algebra, and $\rho_\alpha(\mathfrak{B}^\dagger)A \subseteq A$. A (semi-)morphism between C*-b-algebras $A_H^\alpha, B_K^\beta$ is a \ast-homomorphism $\pi: A \to B$ satisfying the condition $\beta = [\mathcal{L}_s(H_\alpha, K_\beta)\alpha]$, where $\mathcal{L}_s(H_\alpha, K_\beta) := \{T \in \mathcal{L}_s(H_\alpha, K_\beta) | \forall a \in A : Ta = \pi(a)T\}$. We denote the category of all C*-b-algebras together with all (semi-)morphisms by $\text{C}_b^*\mathfrak{B}^\dagger$.

We first give some examples of C*-b-algebras and then study the relation between $\text{C}_b^*\mathfrak{B}^\dagger$ and $\text{C}_b^*$.

Example 3.2.

(i) If $H$ is a Hilbert space and $A \subseteq \mathcal{L}(H)$ a C*-algebra, then $A_H^\alpha$ is a C*-A-algebra, where $t = (\mathfrak{C}, \mathfrak{C}, \mathfrak{C})$ denotes the trivial C*-base and $\alpha = \mathcal{L}(\mathfrak{C}, \mathfrak{C})$.

(ii) Let $A_H^\alpha$ be a nondegenerate C*-b-algebra. If we identify $M(A)$ with a C*-subalgebra of $\mathcal{L}(H)$ in the canonical way, $M(A)_H^\alpha$ becomes a C*-b-algebra.

(iii) Let $(\mathfrak{A}_i)_i$ be a family of C*-b-algebras, where $\mathfrak{A}_i = (H_i, A_i)$ for each $i$. Then the $c_0$-sum $\bigoplus_i A_i$ and the $\ell^\infty$-product $\prod_i A_i$ are naturally represented on the underlying Hilbert space of $\bigoplus_i H_i$, and we obtain C*-b-algebras $\bigoplus_i \mathfrak{A}_i := (\bigoplus_i H_i, \bigoplus_i A_i)$ and $\prod_i \mathfrak{A}_i := (\prod_i H_i, \prod_i A_i)$. For each $j$, the canonical maps $A_j \to \bigoplus_i A_i \to \prod_i A_i \to A_j$ are evidently morphisms of C*-b-algebras $A_j \to \bigoplus_i A_i \to \prod_i A_i \to A_j$. 
The following example is a continuation of Example 2.11.

**Example 3.3.** Let $B$ be a $C^*$-algebra with a KMS-state $\mu$ and associated $C^*$-base $b$, and let $A$ be a $C^*$-algebra containing $B$ with a conditional expectation $\phi: A \to B$ as in Example 2.11. With the notation introduced before, $\pi_\mu(A)_H^\beta$ is a nondegenerate $C^*$-algebra because $\rho_\beta(\mathcal{B})\pi_\mu(A) = \pi_\mu(B)\pi_\mu(A) \subseteq \pi_\mu(A)$, and similarly, $(\pi_\mu^\beta(A^\sigma))_H^\alpha$ is a nondegenerate $C^*$-$b^1$-algebra [25, §2–3].

The categories $C^*_b$ and $C^*_\mathcal{B}$ are related by a pair of adjoint functors, as we shall see now.

**Lemma 3.4.** Let $\pi$ be a semi-morphism of $C^*$-$b$-algebras $A_H^\alpha$ and $B_K^\beta$. Then $\pi$ is normal and $\pi(a\rho_\alpha(x)) = \pi(a)\rho_\beta(x)$ for all $x \in \mathcal{B}^1$, $a \in A$.

**Proof.** Let $T, T' \in L^\alpha_\beta(H_\alpha, K_\beta)$, $\xi, \xi' \in \mathcal{A}$, $a \in A$, and $x \in \mathcal{B}^1$. Then $\langle T\xi\xi'\pi(a)T'\xi'\xi' \rangle = \langle \xi\xi'at\pi(a)T'\xi\xi' \rangle$ and

$$\pi(a\rho_\alpha(x))T\xi = T\rho_\alpha(a)x = \pi(a)T\xi x = \pi(a)\rho_\beta(x)T\xi$$

because $T\xi \in \beta$. Now, the assertions follow since $K = [L^\alpha_\beta(H_\alpha, K_\beta)\alpha\mathcal{A}]$.

The preceding lemma shows that there exists a forgetful functor

$$U_b: C^*_b \to C^*_\mathcal{B}$$

where $A_H^\alpha \mapsto A\rho_\alpha$ for each object $A_H^\alpha$, and the assertions follow since $K = [L^\alpha_\beta(H_\alpha, K_\beta)\alpha\mathcal{A}]$.

We shall see that this functor has a partial adjoint that associates to a $C^*$-$\mathcal{B}$-algebra a universal representation on a $C^*$-$b$-module. For the discussion, we fix a $C^*$-$\mathcal{B}$-algebra $C_\sigma$.

**Definition 3.5.** A representation of $C_\sigma$ in $C^*_b$ is a pair $(A, \phi)$, where $A = A_H^\alpha \in C^*_b$ and $\phi \in C^*_\mathcal{B}(C_\sigma, U_A)$. Denote by $\text{Rep}_b(C_\sigma)$ the category of all such representations, where the morphisms between objects $(A, \phi)$ and $(B, \psi)$ are all $\pi \in C^*_b(A, B)$ satisfying $\psi = U\pi \circ \phi$.

Note that $\text{Rep}_b(C_\sigma)$ is just the comma category $(C_\sigma \downarrow U_b)$ [19]. Unfortunately, we have no general method like the GNS-construction to produce representations of $C_\sigma$ in $C^*_b$. In particular, we have no good criteria to decide whether there are any and, if so, whether there exists a faithful one. However, we now show that if there are any representations, then there also is a universal one. The proof involves the following direct product construction.

**Example 3.6.** Let $(A_i, \phi_i) \in \text{Rep}_b(C_\sigma)$ for all $i$, where $A_i = (\mathcal{H}_i, A_i)$, and define $\phi: C \to \prod_i A_i$ by $c \mapsto (\phi_i(c)_i)$. Then $\prod_i (A_i, \phi_i) := (\prod_i A_i, \phi) \in \text{Rep}_b(C_\sigma)$, and the canonical maps $A_j \to \prod_i A_i \to A_j$ are morphisms between $(A_j, \phi_j)$ and $(\prod_i A_i, \phi)$ for each $j$.

**Proposition 3.7.** If the category $\text{Rep}_b(C_\sigma)$ is non-empty, then it has an initial object.

**Proof.** Assume that $\text{Rep}_b(C_\sigma)$ is non-empty. We first use a cardinality argument to show that $\text{Rep}_b(C_\sigma)$ has an initial set of objects, and then apply the direct product construction to this set to obtain an initial object.
Given a topological vector space $X$ and a cardinal number $c$, let us call $X$ $c$-separable if $X$ has a linearly dense subset of cardinality $c$. Choose a cardinal number $d$ such that $\mathfrak{B}$ and $C \times \mathfrak{R}$ are $d$-separable, and let $e := |\mathbb{N}| \sum d^n$. Then the isomorphism classes of $c$-separable Hilbert $C^*$-$\mathfrak{B}$-modules form a set, and hence there exists a set $\mathcal{R}$ of objects in $\text{Rep}_b(C_\sigma)$ such that each $(A_H^\alpha, \phi) \in \text{Rep}_b(C_\sigma)$ with $c$-separable $\alpha$ is isomorphic to some element of $\mathcal{R}$. Let $(A_H^\alpha, \phi) = \bigoplus_{R \in \mathcal{R}} R$. We show that $(\phi(C)^\alpha_H, \phi)$ is initial in $\text{Rep}_b(C_\sigma)$.

Let $(B^\beta_K, \psi) \in \text{Rep}_b(C_\sigma)$. We show that there exists a morphism $\pi \in C^*_b(\phi(C)^\alpha_H, B^\beta_K)$ such that $\psi = \pi \circ \phi$. Uniqueness of such a $\pi$ is evident. Let $\xi \in \beta$ be given. Since $\mathfrak{B}$ and $C \times \mathfrak{R}$ are $d$-separable, we can inductively choose subspaces $\beta_0 \subseteq \beta_1 \subseteq \cdots \subseteq \beta$ and cardinal numbers $d_0, d_1, \ldots$ such that $\xi \in \beta_0$, $[\beta_0^* \beta_0] = \mathfrak{B}$, $d_0 \leq 2d + 1$, $\beta_0$ is $d_0$-separable and for all $n \geq 0$,

$$\beta_n \mathfrak{B} \subseteq \beta_{n+1}, \quad (\psi(C)\beta_n \mathfrak{R} \subseteq [\beta_{n+1} \mathfrak{R}], \quad d_{n+1} \leq |\mathbb{N}|dd_n, \quad \beta_{n+1} \text{ is } d_{n+1}\text{-separable}.$$ 

Let $\tilde{\beta} := [\cup_n \beta_n] \subseteq \beta$ and $\tilde{K} := [\beta \mathfrak{R}] \subseteq K$. By construction, $[\tilde{\beta}^* \tilde{\beta}] = \mathfrak{B}$, $\tilde{\beta} \mathfrak{B} \subseteq \tilde{\beta}$, $\psi(C)\tilde{K} \subseteq \tilde{K}$, so that $(\psi(C)|_{\tilde{K}})_{\tilde{K}}$ is in $C^*_b$. Define $\tilde{\psi}: C \to \psi(C)|_{\tilde{K}}$ by $c \mapsto (\psi(c)|_{\tilde{K}})$. Then $(\tilde{\psi}(C^\beta_{\tilde{K}}, \tilde{\psi})$ is in $\text{Rep}_b(C_\sigma)$. Since $\tilde{\beta}$ is $c$-separable, $(\tilde{\psi}(C^\beta_{\tilde{K}}, \tilde{\psi})$ is isomorphic to some element of $\mathcal{R}$. Hence, there exists a surjection $\tilde{T}: H \to \tilde{K}$ such that $\tilde{T}\alpha = \tilde{\beta}$, and the composition with the inclusion $\tilde{K} \to K$ gives an operator $T \in C_\sigma(H_\alpha, K_\beta)$ such that $\psi(c)T = T\phi(c)$ for all $c \in C$. Since $\xi \in \beta = T\alpha$ and $\xi \in \beta$ was arbitrary, we can conclude the existence of $\pi$ as desired.

Evidently, every morphism $\Phi$ between $C^*\mathfrak{B}^1$-algebras $C_\sigma$ and $D_\tau$ yields a functor

$$\Phi^*: \text{Rep}_b(D_\tau) \to \text{Rep}_b(C_\sigma), \quad \begin{cases} (A_H^\alpha, \phi) \mapsto (A_H^\alpha, \phi \circ \Phi) \quad \text{for objects } (A_H^\alpha, \phi), \\ \pi \mapsto \pi \quad \text{for morphisms } \pi. \end{cases}$$

Denote by $C^*_b(\mathfrak{B})$ the full subcategory of $C^*_b$ formed by all objects $C_\sigma$ for which $\text{Rep}(C_\sigma)$ is non-empty.

**Theorem 3.8.** There exist a functor $R_b: C^*_b(\mathfrak{B}) \to C^*_b(\mathfrak{B})$ and natural transformations $\eta: \text{id}_{C^*_b(\mathfrak{B})} \to U_b R_b$ and $\epsilon: R_b U_b \to \text{id}_{C^*_b(\mathfrak{B})}$ such that for every $C_\sigma, D_\tau \in C^*_b(\mathfrak{B})$, $\Phi \in C^*_b(\mathfrak{B}, D_\tau)$,

(i) $R_b(C_\sigma) \in \text{Rep}_b(C_\sigma)$ is an initial object and $R_b(\Phi)$ is the unique morphism from $R_b(C_\sigma)$ to $\Phi^*(R_b(D_\tau));$

(ii) $\eta_{C_\sigma} = \phi$ if $R_b(C_\sigma) = (B^\beta_{\tilde{K}}, \phi)$, and $\epsilon A_\sigma^\alpha$ is the unique morphism from $R_b U_b(A_H^\alpha)$ to $(A_H^\alpha, \text{id}_A)$.

Moreover, $R_b$ is left adjoint to $U_b$ and $\eta, \epsilon$ are the unit and counit of the adjunction, respectively.

**Proof.** This follows from Proposition 3.7 and [19, §IV Theorem 2].

We next consider $C^*$-algebras acting on $C^*$-bimodules. Let $a = (\mathfrak{A}, \mathfrak{A}^1)$ be a $C^*$-base.

**Definition 3.9.** A $C^*\mathfrak{A}^1$-algebra is a triple $(A, \rho, \sigma)$, briefly written $A_{\rho, \sigma}$, where $A_\rho$ is a $C^*\mathfrak{A}$-algebra, $A_\sigma$ is a $C^*\mathfrak{A}^1$-algebra, and $[\rho(\mathfrak{A}), \sigma(\mathfrak{B}^1)] = 0$. A morphism of
\[ C^*-(\mathfrak{A}, \mathfrak{B}^\dagger)\text{-algebras is a morphism of the underlying } C^*-\mathfrak{A}\text{-algebras and } C^*-\mathfrak{B}^\dagger\text{-algebras. We denote the category of all } C^*-(\mathfrak{A}, \mathfrak{B}^\dagger)\text{-algebras by } C^*_{(\mathfrak{A}, \mathfrak{B}^\dagger)}:\]

A (nondegenerate) \( C^*-(\mathfrak{A}, \mathfrak{B})\)-algebra is a pair \( A^\alpha_{\mathfrak{H}} = (a_H, \mathfrak{A}) \), where \( a_H \) is a \( C^*-(\mathfrak{A}, \mathfrak{B})\)-module, \( A^\beta_{\mathfrak{H}} \) is a (nondegenerate) \( C^*\text{-}\mathfrak{A}\)-algebra, and \( A^\gamma_{\mathfrak{B}} \) is a \( C^*\text{-}\mathfrak{B}\)-algebra. A (semi-)morphism between \( C^*-(\mathfrak{A}, \mathfrak{B})\)-algebras \( A^\alpha_{\mathfrak{H}} \) and \( B^\beta_{\mathfrak{K}} \) is a *-homomorphism \( \pi: A \to B \) satisfying \( \gamma = [L^\pi(\alpha H, \gamma K)]\alpha \) and \( \delta = [L^\pi(\alpha H, \gamma K)]\beta \), where \( L^\pi(\alpha H, \gamma K) := \{ T \in L(\alpha H, \gamma K) \mid \forall a \in A : \pi(a)T \} \). We denote the category of all \( C^*-(\mathfrak{A}, \mathfrak{B})\)-algebras by \( C^*_{(\mathfrak{A}, \mathfrak{B})} \).

**Remark 3.10.** Note that the condition on a (semi-)morphism between \( C^*-(\mathfrak{A}, \mathfrak{B})\)-algebras above is stronger than just being a (semi-)morphism of the underlying \( C^*\text{-}\mathfrak{A}\)-algebras and \( C^*\text{-}\mathfrak{B}\)-algebras.

Examples 3.2 (ii) and (iii) naturally extend to \( C^*-(\mathfrak{A}, \mathfrak{B})\)-algebras, and the categories \( C^*_{(\mathfrak{A}, \mathfrak{B})} \) and \( C^*_{(\mathfrak{A}, \mathfrak{B})} \) are again related by a pair of adjoint functors.

**Theorem 3.11.** There exists a functor \( U_{(\mathfrak{A}, \mathfrak{B})}: C^*_{(\mathfrak{A}, \mathfrak{B})} \to C^*_{(\mathfrak{A}, \mathfrak{B})} \), given by \( A^\alpha_{\mathfrak{H}} \mapsto A^\alpha_{\mathfrak{H}} \), on objects and \( \pi \mapsto \pi \) on morphisms. Denote by \( C^*_{(\mathfrak{A}, \mathfrak{B})} \), the full subcategory of \( C^*_{(\mathfrak{A}, \mathfrak{B})} \) formed by all objects \( C_{\sigma, \rho} \) for which the comma category \( C_{\sigma, \rho} \downarrow U_{(\mathfrak{A}, \mathfrak{B})} \) is non-empty. Then the corestriction of \( U_{(\mathfrak{A}, \mathfrak{B})} \) to \( C^*_{(\mathfrak{A}, \mathfrak{B})} \) has a left adjoint \( R_{(\mathfrak{A}, \mathfrak{B})}: C^*_{(\mathfrak{A}, \mathfrak{B})} \to C^*_{(\mathfrak{A}, \mathfrak{B})} \).

**Proof.** The proof proceeds as in the case of \( C^*\text{-}\mathfrak{B}\)-algebras with straightforward modifications, so we only indicate the necessary changes for the second half of the proof of Proposition 3.7. Given a \( C^*-(\mathfrak{A}, \mathfrak{B}^\dagger)\)-algebra \( C_{\sigma, \tau} \) and a \( C^*-(\mathfrak{A}, \mathfrak{B})\)-algebra \( B^\gamma_{\mathfrak{K}} \) with a morphism \( \psi: C_{\sigma, \tau} \to B_{\rho, \rho_\delta} \), one constructs \( \gamma \subseteq \gamma \) and \( \delta \subseteq \delta \) for given \( \xi \in \gamma, \eta \in \delta \) as follows. One first fixes a cardinal number \( d \) such that \( \mathfrak{A}, \mathfrak{B}^\dagger, \mathfrak{H}, \mathfrak{B}, \mathfrak{B}^\dagger, \mathfrak{H} \) are \( d \)-separable, and then inductively chooses cardinal numbers \( d_0, d_1, \ldots \) and closed subspaces \( \gamma_0 \subseteq \gamma_1 \subseteq \ldots \subseteq \gamma_\delta \) and \( \delta_0 \subseteq \delta_1 \subseteq \ldots \subseteq \delta_\delta \) such that

\[
\begin{align*}
\xi \in \gamma_\delta, \quad \eta \in \delta_\delta, \quad [\gamma_\delta \gamma_\delta] = \mathfrak{A}^\dagger, \quad [\delta_\delta \delta_\delta] = \mathfrak{B}, \\
\rho_\delta(\mathfrak{B}^\dagger) \gamma_\delta \gamma_\delta \delta_\delta \subseteq \gamma_{\delta + 1}, \quad \rho_\gamma(\mathfrak{A}) \gamma_\delta \delta_\delta \subseteq \gamma_{\delta + 1}, \\
\psi(C) \gamma_\delta \delta_\delta + \psi(C) \delta_\delta \delta_\delta \subseteq [\gamma_{\delta + 1} \delta] \cap [\delta_{\delta + 1} \delta], \\
d_{\delta + 1} \leq [\mathfrak{N}] |\mathfrak{N}|^2 d_n, \quad \gamma_{\delta + 1} \delta_\delta \delta_\delta \delta_\delta \Delta_n+1 \text{-separable}
\end{align*}
\]

for all \( n \geq 0 \), and finally lets \( \gamma := [\bigcup \gamma_n], \delta := [\bigcup \delta_n], \tilde{K} := [\gamma \delta] \).
3.3. The spatial fiber product for $C^*$-algebras on $C^*$-modules. Our definition of the fiber product of $C^*$-algebras represented on $C^*$-modules — more precisely, step (B) in the introduction — involves the following construction.

Let $H$ and $K$ be Hilbert spaces, $I \subseteq \mathcal{L}(H,K)$ a subspace and $A \subseteq \mathcal{L}(H)$ a $C^*$-algebra such that $[IH] = K$, $[I^*K] = H$, $[II^*] = I$, $I^*IA \subseteq A$. We define a new $C^*$-algebra

$$\text{Ind}_{I}(A) := \{T \in \mathcal{L}(K) \mid TI + T^*I \subseteq [IA]\} \subseteq \mathcal{L}(K).$$

**Definition 3.13.** The $I$-strong-$*$, $I$-strong, and $I$-weak topology on $\mathcal{L}(K)$ are the topologies induced by the families of semi-norms $T \mapsto \|Tx\| + \|T^*x\|$ ($x \in I$), $T \mapsto \|T\|$ ($x \in I$), and $T \mapsto \|\xi^*T\eta\|$ ($\xi, \eta \in I$), respectively. Given a subset $X \subseteq \mathcal{L}(K)$, denote by $[X]$ the closure of span $X$ with respect to the $I$-strong-* topology.

Evidently, the multiplication in $\mathcal{L}(K)$ is separately continuous with respect to the topologies introduced above, and the involution $T \mapsto T^*$ is continuous with respect to the $I$-strong-* and the $I$-weak topology. Define $\rho_I : (I^*)' \to \mathcal{L}(K)$ as in Lemma 2.5.

**Lemma 3.14.**

(i) $[I^*\text{Ind}_{I}(A)]I \subseteq A$ and $\text{Ind}_{I}(A) = [IAI^*]I$.
(ii) $\text{Ind}_{I}(M(A)) \subseteq M(\text{Ind}_{I}(A))$.
(iii) $\text{Ind}_{I}(A) \subseteq \mathcal{L}(K)$ is nondegenerate if and only if $A \subseteq \mathcal{L}(H)$ is nondegenerate.
(iv) If $A \subseteq \mathcal{L}(H)$ is nondegenerate, then $A' \subseteq (I^*)'$ and $\text{Ind}_{I}(A) \subseteq \rho_I(A')$.

**Proof.** (i) First, $[I^*\text{Ind}_{I}(A)]I \subseteq [I^*IA] \subseteq A$ by definition and $[IAI^*]I \subseteq \text{Ind}_{I}(A)$ because $[IAI^*]I \subseteq [IA]$.

(ii) From $\text{Ind}_{I}(M(A)) \subseteq M(\text{Ind}_{I}(A))$, we see that $[IAI^*]I \supseteq \text{Ind}_{I}(A)$, and the net $(u_nT\eta_n)_{n}$ lies in the space $[II^*\text{Ind}_{I}(A)II^*] \supseteq [IAI^*]$ and converges to $T$ in the $I$-strong-* topology because $\lim_nT\eta_n = T\eta \in [IA]$ for all $\eta \in I$ and $\lim_n u_n\omega = \omega$.

(iii) If $AI \subseteq \mathcal{L}(K)$ is nondegenerate, then we have $[AH] \supseteq [I^*\text{Ind}_{I}(A)IH] = [I^*\text{Ind}_{I}(A)K] = [I^*K] = H$. Conversely, if $A$ is nondegenerate, then $[IAI^*]$ and hence also $\text{Ind}_{I}(A)$ is nondegenerate.

(iv) Assume that $A$ is nondegenerate. Then $I^*I \subseteq M(A) \subseteq \mathcal{L}(H)$ and hence $A' \subseteq (I^*)'$. For all $x \in \text{Ind}_{I}(A)$, $y \in A'$, $S \in I$, we have $S^*x \rho_I(y)T = S^*xTy = yS^*xT = S^*\rho_I(y)xT$ because $S^*xT \in A$, and since $[IH] = K$, we can conclude that $x \rho_I(y) = \rho_I(y)x$.  

Let $b = (\mathfrak{h}, \mathfrak{g}, \mathfrak{b})$ be a $C^*$-base, $A_H^b$ a $C^*$-$b$-algebra, and $B_K^\gamma$ a $C^*$-$b^\gamma$-algebra. We apply the construction above to $A$, $B$ and $|\gamma\rangle_2 \subseteq \mathcal{L}(H,H_\beta \otimes \gamma K)$, $|\beta\rangle_1 \subseteq \mathcal{L}(K,H_{\beta \otimes b} \gamma K)$, respectively, and define the fiber product of $A_H^b$ and $B_K^\gamma$ to be the $C^*$-algebra

$$A_{b^\beta \gamma} := \text{Ind}_{|\gamma\rangle_2}(A) \cap \text{Ind}_{|\beta\rangle_1}(B)$$

$$= \{T \in \mathcal{L}(H_{\beta \otimes \gamma} K) \mid T^{(\gamma)} |\gamma\rangle_2 \subseteq |\gamma\rangle_2 A \text{ and } T^{(\beta)} |\beta\rangle_1 \subseteq |\beta\rangle_1 B\}.$$
The spaces of operators involved are visualized as arrows in the following diagram:

\[
\begin{array}{c}
H \xrightarrow{\gamma_2} H_{\beta} \otimes_{b,\gamma} K \xleftarrow{\beta_1} K \\
A \xrightarrow{\gamma_2} A_{b,\alpha} B \xleftarrow{B_{\beta,\gamma}} B
\end{array}
\]

Even in very special situations, we do not know how to produce elements of the fiber product. The main drawback of the definition above is that apart from special situations, we do not know how to produce elements of the fiber product.

Let \(a = (\beta, A, \mathcal{A})\) and \(c = (\mathcal{L}, \mathcal{E}, \mathcal{C})\) be further \(C^*\)-bases.

**Proposition 3.15.** Let \(A = A_H^\gamma\beta\) be a \(C^*\)-(\(a^1, b\))-algebra and \(B = B_K^\gamma\delta\) a \(C^*\)-(\(b^1, c\))-algebra. Then \(A \ast B := (\alpha H_{\beta} \otimes_{\gamma} K, A_{b,\alpha}^\gamma, B)\) is a \(C^*\)-(\(a^1, c\))-algebra.

**Proof.** The product \(X := \rho_{(\alpha \otimes \gamma)}(A_{b,\gamma}^\beta B)\) is contained in \(A_{b,\gamma}^\beta B\) because

\[
X[\beta_1] \subseteq [\rho_\alpha(\mathcal{A})\beta_1 B] = [\beta_1 B], \quad X^*[\beta_1] = (A_{b,\gamma}^\beta B)[\rho_\alpha(\mathcal{A})\beta_1] \subseteq [\beta_1 B],
\]

\[
X[\gamma_2] \subseteq [\rho_\alpha(\mathcal{A}) A] \subseteq [\gamma_2 A], \quad X^*[\gamma_2] = (A_{b,\gamma}^\beta B)[\gamma_2 \rho_\alpha(\mathcal{A})] \subseteq [\gamma_2 A]
\]

by equation (2.3). A similar argument proves \(\rho_{(\beta \otimes \delta)}(A_{b,\gamma}^\beta B) \subseteq A_{b,\gamma}^\beta B\). \(\square\)

In the situation above, we call \(A \ast B\) the **fiber product** of \(A\) and \(B\). Forgetting \(\alpha\) or \(\delta\), we obtain a \(\mathcal{C}^*\)-c-algebra \(A_{b,\gamma}^\beta B_\delta := A_{H_{\beta} \otimes_{\gamma} K, \alpha}^\beta B_{\delta} \ast (H_{\beta} \otimes_{\gamma} K, A_{b,\alpha}^\gamma, B)\) and a \(\mathcal{C}^*\)-\(a\)-algebra \(\alpha A_{b,\gamma}^\beta B = A_{H_{\beta} \otimes_{\gamma} K, \alpha}^\beta B_{\delta} \ast (H_{\beta} \otimes_{\gamma} K, A_{b,\alpha}^\gamma, B)\).

Denote by \(A' \subseteq \mathcal{L}(H)\) and \(B' \subseteq \mathcal{L}(K)\) the commutants of \(A\) and \(B\), respectively, and let

\[
A^{(\beta)} := A \cap \mathcal{L}(H), \quad B^{(\gamma)} := B \cap \mathcal{L}(K), \quad X := (A^{(\beta)} \otimes \text{id}) + (\text{id} \otimes B^{(\gamma)}),
\]

\[
M_s(A^{(\beta)} \otimes B^{(\gamma)}) := \{T \in \mathcal{L}(H_{\beta} \otimes_{\gamma} K) \mid TX, XT \subseteq A^{(\beta)} \otimes B^{(\gamma)}\}.
\]

**Lemma 3.16.** The following relations hold:

(i) \(\langle \beta_1 | (A_{b,\gamma}^\beta B) | \beta_1 \rangle \subseteq B, \langle \gamma_2 | (A_{b,\gamma}^\beta B) | \gamma_2 \rangle \subseteq A\) and \(M(A_{b,\gamma}^\beta B) \subseteq M(A_{b,\gamma}^\beta B)\).

(ii) \(A^{(\beta)} \otimes B^{(\gamma)} \subseteq A_{b,\gamma}^\beta B\).

(iii) If \(A^{(\beta)} \beta = \beta\) and \([B^{(\gamma)} \gamma] = \gamma\), then \(A_{b,\gamma}^\beta B\) is nondegenerate and \(M_s(A^{(\beta)} \otimes B^{(\gamma)}) \subseteq A_{b,\gamma}^\beta B\).

(iv) If \(\rho_{\beta}(\mathcal{B}) \subseteq A\), then \(\text{id}_H \otimes B^{(\gamma)} \subseteq A_{b,\gamma}^\beta B\). If \(\rho_{\gamma}(\mathcal{B}) \subseteq B\), then \(A^{(\beta)} \otimes \text{id}_K \subseteq A_{b,\gamma}^\beta B\).

(v) \(\text{id}_H \otimes K \subseteq A_{b,\gamma}^\beta B\) if and only if \(\rho_{\beta}(\mathcal{B}) \subseteq A\) and \(\rho_{\gamma}(\mathcal{B}) \subseteq B\).

(vi) If \(A_{H_{\beta} \otimes_{\gamma} K}^\beta\gamma\) is a \(\mathcal{C}^*\)-(\(a^1, b\))-algebra and \(B_{\gamma}^\beta\delta\) a \(\mathcal{C}^*\)-(\(b^1, c\))-algebra such that \(\rho_{\alpha}(\mathcal{A}) + \rho_{\beta}(\mathcal{B}) \subseteq A\) and \(\rho_{\gamma}(\mathcal{B}) \subseteq B\), then \(\rho_{(\alpha \otimes \gamma)}(\mathcal{A}) + \rho_{(\beta \otimes \delta)}(\mathcal{C}) \subseteq A_{b,\gamma}^\beta B\).
(vii) If $A\beta^{*}B_{b}\gamma$ is nondegenerate, then the $C^{*}$-algebra $[\beta^{*}A\beta] \cap [\gamma^{*}B\gamma] \subseteq \mathcal{L}(\mathfrak{R})$ is nondegenerate.

(viii) If $A$ and $B$ are nondegenerate, then $A' \subseteq \rho_{\beta}(\mathfrak{B}^{'})'$, $B' \subseteq \rho_{\gamma}(\mathfrak{B}^{'})'$, and $A^{\beta}_{b}\gamma B \subseteq \rho_{\gamma}A'(\beta' \otimes \text{id}_{K})' \cap (\text{id}_{B} \otimes B')'$.

\begin{proof}
(i) Immediate from Lemma 3.14.
(ii) Follows from $(A^{(\beta)} \otimes B^{(\gamma)})|\beta_1 \subseteq [(A^{(\beta)} \beta_1)B^{(\gamma)}] \subseteq |\beta_1 B]$ and $(A^{(\beta)} \otimes B^{(\gamma)})|\gamma_2 \subseteq [(A^{(\beta)} \otimes B^{(\gamma)})|\gamma_2 B]$.
(iii) Assume $[A^{(\beta)}] = \beta$ and $[B^{(\gamma)}] = \gamma$. Then $A^{(\beta)} \otimes B^{(\gamma)} \subseteq A_{b}^{\beta}_{\gamma}$ is nondegenerate
and for each $T \in M_{s}(A^{(\beta)} \otimes B^{(\gamma)})$, we have $T|\beta_1 \subseteq [T(A^{(\beta)} \otimes \text{id})|\beta_1] \subseteq [(A^{(\beta)} \otimes B^{(\gamma)})|\beta_1 1 = [\beta_1 B']$. The second assertion follows similarly.
(iv) If $\rho_{\gamma}(\mathfrak{B}) \subseteq B$, then $(A^{(\beta)} \otimes \text{id}_{K})|\gamma_2 = |\gamma_2 A^{(\beta)}$ and similarly $T|\beta_1 \subseteq [(T^{(\beta)} \otimes \text{id})|\beta_1 1 = [\beta_1 B']$. By i).
Conversely, if the last two inclusions hold, then $|\gamma_2 2 = |\gamma_2 B^{'2} 2 = [\gamma_2 \rho_{\beta}(\mathfrak{B}^{2})] \subseteq |\gamma_2 A^{(\beta)}$ and similarly $|\beta_1 1 \subseteq |\beta_1 B$, whence $\text{id}_{(H_{\rho_{\beta}}, K)} \subseteq A_{b}^{\beta}_{\gamma} B$.

(v) Immediate from (iv).
(vii) The $C^{*}$-algebra $C := [\beta^{*}A\beta \cap \gamma^{*}B\gamma]$ contains the space $|\beta_2 (A_{b}^{\beta_{\gamma}} B)|\gamma_2 2 = \gamma^{*}(\beta_2 2 A_{b}^{\beta_{\gamma}} B)\gamma_2 1 = \beta_2 (A_{b}^{\beta_{\gamma}} B)\gamma_2 1$. Hence, $[\mathfrak{R}] \supseteq [\beta^{*} \gamma_2 2 (A_{b}^{\beta_{\gamma}} B)\gamma_2 1 = \mathfrak{R}$ if $A_{b}^{\beta_{\gamma}} B$ is non-degenerate.

(viii) Immediate from Lemma 3.14.
\end{proof}

Even in the case of a trivial $C^{*}$-base, we have no explicit description of the fiber product.

\begin{example}
Let $H$ and $K$ be Hilbert spaces, $\beta = \mathcal{L}(\mathfrak{C}, H), \gamma = \mathcal{L}(\mathfrak{C}, K), b = t$ the trivial $C^{*}$-base $(\mathfrak{C}, \mathfrak{C}, \mathfrak{C})$, and identify $H_{b} \otimes \gamma K$ with $H \otimes K$ as in Example 2.12.

(i) Let $A \subseteq \mathcal{L}(H)$ and $B \subseteq \mathcal{L}(K)$ be nondegenerate $C^{*}$-algebras. Then $A^{(\beta)} = A$, $B^{(\gamma)} = B$, and by Lemma 3.16, $A^{\beta}_{b} B$ contains the minimal tensor product $A \otimes B \subseteq \mathcal{L}(H \otimes K)$ and $M_{s}(A \otimes B) = \{T \in \mathcal{L}(H \otimes K) \mid T(1 \otimes B), T(A \otimes 1) \subseteq A \otimes B\}$. If $A$ or $B$ is non-unital, then $\text{id}_{H \otimes K} \not\subseteq A^{\beta}_{b} B$ by Lemma 3.16 and so $M(A \otimes B) \not\subseteq A^{\beta}_{b} B$. In Example 3.3 (iii), we shall see that also $A^{\beta}_{b} B \subseteq M(A \otimes B)$ is possible.

(ii) Assume that $H = K = l^{2}(\mathbb{N})$ and identify $\beta = \gamma = \mathcal{L}(\mathfrak{C}, H)$ with $H$. Then the flip $\Sigma: H \otimes H \to H \otimes H, \xi \otimes \eta \mapsto \eta \otimes \xi$, is not contained in $\mathcal{L}(H)\beta^{*} B(\mathcal{L}(H))$.
Indeed, let $(\xi_{\nu})_{\nu}$ be an orthonormal basis for $H$ and let $\eta \in H$ be non-zero. Then $(\xi_{\nu} 1)_{\Sigma} \neq |\eta\rangle |\xi_{\nu}\rangle$ for each $\nu$ and hence $\Sigma_{\nu}(\xi_{\nu} 1)_{\Sigma} \neq |\eta\rangle |\xi_{\nu}\rangle$ does not converge in norm. On the other hand, one easily verifies that $\sum_{\nu}(\xi_{\nu} 1)_{S}$ converges in norm for each $S \in \{H_{1} \mathcal{L}(H)\}$. Hence, $\Sigma |\eta\rangle \neq |\eta\rangle |\xi_{\nu}\rangle$.

\end{example}
3.4. Functoriality and slice maps. We show that the fiber product is functorial, and consider various slice maps. The results concerning functoriality were stated in slightly different form in [25], [28], [29] with proofs referring to unpublished material. We use the opportunity to rectify this situation. As before, let $a = (\mathcal{A}, \mathcal{A}^\dagger), b = (\mathcal{B}, \mathcal{B}^\dagger), c = (\mathcal{C}, \mathcal{C}^\dagger)$ be $C^\ast$-bases.

**Lemma 3.18.** Let $\pi$ be a (semi-)morphism of $C^\ast$-$b$-algebras $A^\beta_H$ and $C^\lambda_L$, let $K_\delta$ be a $C^\ast$-$(b^\dagger, c)$-module, and let $I := \mathcal{L}^\gamma_b(\mathcal{H}_\beta, L_\lambda) \otimes \text{id} \subseteq \mathcal{L}(\mathcal{H}_\beta \otimes \gamma, K, L_\lambda \otimes \gamma, K)$.

(i) The pairs $\mathcal{X} := (\mathcal{H}_\beta \otimes \gamma, K_\delta, (I^*I)' \mathcal{Y})$ and $\mathcal{Y} := (L_\lambda \otimes \gamma, K_\delta, (I^*I)' \mathcal{Z})$ are nondegenerate $C^\ast$-$c$-algebras.

(ii) There is a unique linear contraction $j^\pi : [\gamma]_2A \rightarrow [\gamma]_2C$ given by $|\eta|_2a \mapsto |\eta|_2\pi(a)$.

(iii) There is a unique $*$-homomorphism $\rho^\pi : (I^*I)' \rightarrow (I^*I)'$ satisfying the formula above by Lemma 2.5, and this is a (semi-)morphism because $[I(\beta \triangleright \delta) = [\lambda \triangleright \delta]$ by assumption on $\beta$.

(iv) The first assertion follows from Lemma 3.14 and the relations $I^*I \subseteq A^\prime \otimes \text{id} = \rho_{[\gamma]_2}(A^\prime)$, and the second one from the fact that for all $x \in \text{Ind}_{[\gamma]_2}(A), \eta, \eta, S \in \mathcal{L}^\gamma_b(\mathcal{H}_\beta, L_\lambda)$, we have $\rho_1(x)(\eta) \gamma S = \rho_1(x)(S \otimes \text{id})(\eta) = j_\pi(x)(\eta) \gamma S.$

(v) First, $A^\ast b^\dagger_\delta B \subseteq (I^*I)'$ by Lemma 3.16. The second assertion follows from the relations

$$
\rho_1(A^\beta_\delta \ast B)|\gamma_2 \subseteq \rho_1(\text{Ind}_{[\gamma]_2}(A))|\gamma_2 \subseteq j_\pi([\gamma]_2A) = [\gamma]_2C,
$$

$$
\rho_1(A^\beta_\delta \ast B)|\lambda_1 \subseteq I(A^\beta_\delta \ast B)|\beta_1 \subseteq I(A^\beta_\delta \ast B)|\lambda_1B = [\lambda]_1B.
$$

\[\square\]

**Theorem 3.19.** Let $\phi$ be a (semi-)morphism of $C^\ast$-$(a, b)$-algebras $A = A^\ast_{\mu, \delta}$ and $C = C^\ast_{\lambda, \gamma}$, and $\psi$ a (semi-)morphism of $C^\ast$-$(b^\dagger, c)$-algebras $B = B^\ast_{\delta, \gamma}$ and $D = D^\ast_{\mu, \gamma}$. Then there exists a unique (semi-)morphism of $C^\ast$-$(a, c)$-algebras $\phi \ast \psi$ from $A \ast B$ to $C \ast D$.
such that
\[(\phi \ast \psi)(x)R = Rx \text{ for all } x \in A_{\beta^*\gamma}B \text{ and } R \in I_MJ_H + J_LI_K,\]
where \(I_X = L^\phi_{(s)}(H_\beta, L_\lambda) \otimes \text{id}_X\) and \(J_Y = \text{id}_Y \otimes L^\psi_{(s)}(K_\gamma, M_\mu)\) for \(X \in \{K, M\}, Y \in \{H, L\}\).

**Proof.** By Lemma 3.18, we can define \(\phi \ast \psi\) to be the restriction of \(\rho_{IM} \circ \rho_{JH}\) or of \(\rho_{IL} \circ \rho_{JK}\) to \(A_{\beta^*\gamma}B\). Uniqueness follows from the fact that \([I_MJ_H(H_\beta \otimes_\gamma K)] = [J_LI_K(H_\beta \otimes_\gamma K)] = L_\lambda \otimes_\mu M\).

**Remark 3.20.** Let \(A^\beta_{\mu}, C^\lambda_{\mu}\) be \(C^*\text{-}\mathfrak{b}\)-algebras, \(B^\iota_{\mu}, D^\iota_{\mu}\) \(C^*\text{-}\mathfrak{b}^1\)-algebras and let \(\phi \in \text{Mor}(A^\beta_{\mu}, M(C^\lambda_{\mu}))\), \(\psi \in \text{Mor}(B^\iota_{\mu}, M(D^\iota_{\mu}))\) such that \([\phi(A)] = C\), \([\psi(B)] = D\). Then there exists a \(*\text{-}\mathfrak{a}\)-homomorphism \(\phi \ast \psi\): \(A_{\beta^*\gamma}B \to M(C_{\lambda^*\mu}D) \to M(C_{\lambda^*\mu}D)\), but in general, we do not know whether this is nondegenerate.

Next, we briefly discuss two kinds of slice maps on fiber products. For applications and further details, see [29]. The first class of slice maps arises from a completely positive map on one factor and takes values in operators on a certain KSGNS-construction, that is, an internal tensor product with respect to a completely positive linear map [16, §4–§5].

**Proposition 3.21.** Let \(A^\beta_{\mu}\) be a \(C^*\text{-}\mathfrak{b}\)-algebra, \(K_{\gamma}\) a \(C^*\text{-}\mathfrak{b}^1\)-module, \(L\) a Hilbert space, \(\phi: [A + \rho_{\beta}(\mathfrak{b}^1)] \to \mathcal{L}(L)\) a c.p. map, and \(\theta = \phi \circ \rho_{\beta}: \mathfrak{b}^1 \to \mathcal{L}(L)\). Then there exists a unique c.p. map \(\phi \ast \text{id}: \text{Ind}_{(\gamma)_2}(A) \to \mathcal{L}(L_\theta \otimes \gamma)\) such that for all \(\zeta, \zeta' \in L, \eta, \eta' \in \gamma, x \in \text{Ind}_{(\gamma)_2}(A)\),
\[(\zeta \otimes \eta)(\phi \ast \text{id})(x)(\zeta' \otimes \eta')) = (\zeta|\phi((\eta|2x|\eta')_2)\zeta').\]

If \(B^\iota_{\mu}\) is a \(C^*\text{-}\mathfrak{b}^1\)-algebra, then
\[(\phi \ast \text{id})(A_{\beta^*\gamma}B) \subseteq (\phi(A)' \otimes (B' \cap \mathcal{L}(K_{\gamma})))' \subseteq \mathcal{L}(L_\theta \otimes \gamma).\]

**Proof.** Let \(x = (x_{ij})_{i,j} \in M_n(\text{Ind}_{(\gamma)_2}(A))\) be positive, let \(\zeta_1, \ldots, \zeta_n \in L, \eta_1, \ldots, \eta_n \in \gamma\), where \(n \in \mathbb{N}\), and let \(d = \text{diag}(|\eta_1|, \ldots, |\eta_n|)\). Then \(0 \leq (|\eta_1|2x_{ij}||\eta_n|_2)_{i,j} = d^*xd \leq \|x\|d^*d\) and hence \(0 \leq (\phi(|\eta_1|2x_{ij}||\eta_n|_2)_{i,j} \leq \|x\|\phi(d^*d)\) and
\[0 \leq \sum_{i,j} \langle \zeta_i|\phi(|\eta_1|2x_{ij}||\eta_n|_2)\zeta_j \leq \|x\| \sum_{i,j} \langle \zeta_i \otimes \eta_n|\zeta_j \otimes \eta_j\rangle.\]
Hence, there exists a map \(\phi \ast \text{id}\) as claimed. The verification of the assertion concerning \(B^\iota_{\mu}\) is straightforward.

**Remark 3.22.** If \(C^\lambda_{\mu}\) is a \(C^*\text{-}\mathfrak{b}^1\)-algebra and \(\phi|_A\) is a semi-morphism of \(C^*\text{-}\mathfrak{b}^1\)-algebras, then the map \(\phi \ast \text{id}\) extends the fiber product \(\phi \ast \text{id}\) defined in Theorem 3.19.

Second, we show that the fiber product is functorial with respect to the following class of maps. A *spatially implemented* map of \(C^*\text{-}\mathfrak{b}\)-algebras \(A^\beta_{\mu}\) and \(C^\lambda_{\mu}\) is a map \(\phi: A \to C\)
admitting sequences \((S_n)_n\) and \((T_n)_n\) in \(L(L_\lambda, H_\beta)\) such that

\[(3.2) \quad \sum_n S_n^* S_n \text{ and } \sum_n T_n^* T_n \text{ converge in norm, } \quad \phi(a) = \sum_n S_n^* a T_n \text{ for all } a \in A.\]

Note that condition (i) implies norm-convergence of the sum in (ii). Evidently, such a map is linear, it extends to a normal map \(\phi: A'' \to C'',\) its norm is bounded by \(\|\sum_n S_n^* S_n\|^{1/2} \cdot \|\sum_n T_n^* T_n\|^{1/2},\) and the composition of spatially implemented maps is spatially implemented again.

**Proposition 3.23.** Let \(\phi\) be a spatially implemented map of \(\mathcal{C}^*\)-algebras \(A^\beta_H\) and \(C^\lambda_K,\) and let \(B^\gamma_K\) be a \(\mathcal{C}^*\)-(\(b^1, \gamma\))-algebra. Then there exists a spatially implemented map from \(A^\beta_H \otimes B^\gamma_K\) to \(C^\lambda_K \otimes B^\gamma_K\) such that \(\langle \eta | (\phi \ast \text{id})(x) | \eta' \rangle_2 = \phi(\langle \eta | x | \eta' \rangle_2)\) for all \(x \in A^\beta_b \otimes B, \quad \eta, \eta' \in \gamma.\)

**Proof.** Uniqueness is clear. Fix sequences \((S_n)_n, (T_n)_n\) as in (3.2) and let \(\tilde{S}_n := S_n \otimes \text{id}_K,\)

\(\tilde{T}_n := T_n \otimes \text{id}_K\) for all \(n\). Then \(\tilde{S}_n, \tilde{T}_n \in \mathcal{L}(L_\lambda \otimes K, H_\beta \otimes K)\) for all \(n\), we have

\[\|\sum_n \tilde{S}_n^* \tilde{S}_n\| = \|\sum_n S_n^* S_n\|, \quad \|\sum_n \tilde{T}_n^* \tilde{T}_n\| = \|\sum_n T_n^* T_n\|,\]

and the map \(\phi \ast \text{id}: A^\beta_b \otimes B \to \mathcal{L}(L_\lambda \otimes K)\) given by \(x \mapsto \sum_n \tilde{T}_n^* x \tilde{S}_n\) has the desired properties. Indeed, let \(x \in A^\beta_b \otimes B, \eta, \eta' \in \gamma.\) Then \(\tilde{S}_n | \eta \rangle_2 = | \eta \rangle_2 S_n\) and \(\tilde{T}_n | \eta' \rangle_2 = | \eta' \rangle_2 T_n\) for all \(n,\) and hence \(\langle \eta | (\phi \ast \text{id})(x) | \eta' \rangle_2 = \phi(\langle \eta | x | \eta' \rangle_2).\) It remains to show that \(\langle \phi \ast \text{id}(x) | \eta' \rangle_2 = \sum_n | \tilde{S}_n^* x \tilde{S}_n | \eta' \rangle_2 T_n.\) This sum converges in norm and each summand lies in \([| \gamma \rangle_2 L(H)]\) because \(x | \eta' \rangle_2 \in [| \gamma \rangle_2 A]\) and \([\tilde{S}_n^* | \gamma \rangle_2] = [| \gamma \rangle_2 S_n^*].\) Since \(\langle \eta | (\phi \ast \text{id})(x) | \eta' \rangle_2 \in C\) for each \(\eta \in \gamma,\) we can conclude that the sum lies in \([| \gamma \rangle_2 C].\) Finally, consider the expression \(\langle \phi \ast \text{id}(x) | \xi_1 \rangle = \sum_n \tilde{S}_n x \tilde{T}_n | \xi_1\rangle_1,\) where \(\xi_1 \in \lambda.\) Again, the sum converges in norm and each summand lies in \([| \lambda \rangle_1 B]\) because \(\tilde{S}_n x \tilde{T}_n | \xi_1\rangle_1 = \tilde{S}_n^* x | T_n \xi_1\rangle_1 \subseteq [\tilde{S}_n^* | \beta \rangle_1 B] \subseteq [| \lambda \rangle_1 B]\).

**Remark 3.24.** (i) The map \(\phi \ast \text{id} \) constructed above is a “slice map” in the case where \(C^\lambda_{\beta_b} = \mathcal{L}(H)^{1\oplus} \) and \(S_n, T_n \in \beta \subseteq \mathcal{L}(H, \beta)\) for all \(n.\) Then, we can identify \(C^\lambda_{\beta_b} \otimes B\) with a \(\mathcal{C}^*\)-subalgebra of \(\mathcal{L}(K),\) and \(\phi \ast \text{id}\) is just the map \(A^\beta_{\beta_b} \otimes B \to B\)

given by \(x \mapsto \sum_n \langle S_n^1 X | T_n^1 \rangle_1.\)

(ii) Assume that the extension \(\phi: [A + \rho_\beta(B^1)] \to C\) given by \(x \mapsto \sum_n S_n^1 x T_n\) is completely positive. Here, we use the notation of the proof above. Then the map \(\phi \ast \text{id} \) constructed in Proposition 3.21 extends the map \(\phi \ast \text{id}\) of Proposition 3.23 because then \(\theta = \rho_\beta\) and hence \(\langle \eta | (\phi \ast \text{id})(x) | \eta' \rangle_2 = \phi(\langle \eta | x | \eta' \rangle_2)\) for all \(x \in A^\beta_{\beta_b} \otimes B, \eta, \eta' \in \gamma.\)

Of course, slice maps of the form \(\text{id} \ast \phi\) can be constructed in a similar way.

3.5. **Further categorical properties.** The fiber product of \(\mathcal{C}^*\)-algebras is neither associational, unital, nor compatible with infinite sums.
We first discuss non-associativity. Let $A = A_{H}^{\alpha,\beta}$ be a $C^\ast$-$(a^\dagger, b)$-algebra, $B = B_{K}^{\gamma,\delta}$ a $C^\ast$-$(b^\dagger, c)$-algebra, and $C = C_{K}^{\varepsilon,\delta}$ a $C^\ast$-$(c^\dagger, d)$-algebra. Then we can form the fiber products $(A \ast B) \ast C$ and $A \ast (B \ast C)$. The following example shows that these $C^\ast$-algebras need not be identified by the canonical isomorphism $a_{\alpha,\beta,\gamma,\delta}(L_{\alpha}, \gamma K_{\delta}, \alpha H_{\beta})$ of Proposition 2.14. A similar phenomenon occurs in the purely algebraic setting with the Takeuchi $\times_R$-product [24].

**Example 3.25.** Let $a = b = c = d$ be the trivial $C^\ast$-base, $H = l^2(\mathbb{N})$, $\alpha = \mathcal{L}(C, H)$, $A = B = C = \mathcal{L}(H)_H^{\alpha,\alpha}$. Identify $H_\alpha \otimes_{a} K_\alpha \otimes_{a} L \cong \alpha \otimes H \otimes \alpha$ with $H \otimes H \otimes H$ via $|\xi \otimes \zeta \otimes |\eta| \equiv \xi \otimes \zeta \otimes \eta$, fix an orthonormal basis $(e_n)_{n \in \mathbb{N}}$ of $H$, and define $T \in \mathcal{L}(H^{\otimes 3})$ by

$$T(e_k \otimes e_l \otimes e_m) = \begin{cases} e_k \otimes e_l \otimes e_m & \text{for all } k, l, m \in \mathbb{N} \text{ s.t. } m \leq k + l, \\ e_l \otimes e_k \otimes e_m & \text{for all } k, l, m \in \mathbb{N} \text{ s.t. } m > k + l. \end{cases}$$

We show that $T$ belongs to the underlying $C^\ast$-algebra of $(A \ast B) \ast C$, but not of $A \ast (B \ast C)$.

For each $\xi \in H$ and $\omega \in H^{\otimes 2}$, we define $|\xi\rangle_1, |\xi\rangle_3 \in \mathcal{L}(H^{\otimes 2}, H^{\otimes 3})$ and $|\omega\rangle_{12} \in \mathcal{L}(H, H^{\otimes 3})$ by $v \mapsto \xi \otimes v, v \mapsto v \otimes \xi$, and $\zeta \mapsto \omega \otimes \zeta$, respectively. Then for all $k, l, m \in \mathbb{N}$,

$$T|e_k \otimes e_l\rangle_{12} = |e_k \otimes e_l\rangle_{12} P_{l+k} + |e_l \otimes e_k\rangle_{12} (id - P_{l+k}),$$

where $P_{l+k} := \sum_{m \leq k+l} |e_m\rangle \langle e_m|$, $T|e_m\rangle_3 = |e_m\rangle_3 (id + \Sigma_m)$, and $\Sigma_m := \sum_{k, l, m \leq k+l} |e_l \otimes e_k - e_k \otimes e_l\rangle \langle e_k \otimes e_l|$, and therefore,

$$T|H^{\otimes 3}\rangle_{12} \in ||H^{\otimes 3}\rangle_{12} \mathcal{L}(H)|,$$

$$T|\alpha\rangle_{3} \in ||\alpha\rangle_{3} (id + K(H) \otimes K(H)) \subseteq ||\alpha\rangle_{3} (\mathcal{L}(H)_{a} \ast \mathcal{L}(H))||.$$

Since $T = T^*$, we can conclude that $T$ belongs to $(\mathcal{L}(H)_{a} \ast \mathcal{L}(H))_{a} \ast \mathcal{L}(H)$. However,

$$T|e_0\rangle_1 = |e_0\rangle_1 Q + \sum_{l} |e_l\rangle_1 Q_l,$$

where $Q = \sum_{m \leq l} |e_l \otimes e_m\rangle \langle e_l \otimes e_m|$, and $Q_l = \sum_{m > l} |e_0 \otimes e_m\rangle \langle e_l \otimes e_m|$, and $|e_0\rangle_1 Q \in ||\alpha\rangle_1 \mathcal{L}(H \otimes H)|$, but $\sum_{l} |e_l\rangle_1 Q_l \notin ||\alpha\rangle_1 \mathcal{L}(H \otimes H)|$ because the sum

$$\sum_{l} Q_l^* Q_l = \sum_{l} \sum_{m > l} |e_l \otimes e_m\rangle \langle e_l \otimes e_m|$$

does not converge in norm. Therefore, we have $T|e_0\rangle_1 \notin ||\alpha\rangle_1 \mathcal{L}(H \otimes H)|$ and $T \notin \mathcal{L}(H)_{a} \ast (\mathcal{L}(H)_{a} \ast \mathcal{L}(H))$. 

We next discuss unitality. A unit for the fiber product relative to \( b \) would be a \( C^*-(b^\dagger, b) \)-algebra \( \mathcal{U} = \bigoplus_{i,b}^R \mathcal{U}_i \), such that for all \( C^*-(a^\dagger, b) \)-algebras \( A = A_H^a b \), and all \( C^*-(b^\dagger, c) \)-algebras \( B = B_K^c \), we have \( A = \text{Ad}_r(A \star \mathcal{U}) \) and \( B = \text{Ad}_l(\mathcal{U} \star B) \), where \( r = r_{a,b}(a H \beta) \) and \( l = l_{b,c}(\gamma, K \delta) \) (see Proposition 2.14). The relations \( r|\beta|_1 = \beta, r|\mathcal{B}^1|_2 = \rho_{\beta}(\mathcal{B}^1), l|\gamma|_2 = \gamma, l|\mathcal{B}|_1 = \rho_{\gamma}(\mathcal{B}) \) imply
\[
\text{Ad}_r(A_b \star 1^1 \mathcal{U}) = \text{Ind}_{\beta}(U) \cap \text{Ind}_{\rho_{\beta}}(\mathcal{B}^1)(A),
\]
\[
(3.3)
\]
\[
\text{Ad}_l(1^1 b \star B) = \text{Ind}_{\rho_{\gamma}}(B) \cap \text{Ind}_{\gamma}(U).
\]

If \( \mathcal{B}^1 \) and \( \mathcal{B} \) are unital, then \( \text{Ind}_{\rho_{\gamma}}(\mathcal{B}^1) = A = A \) and \( \text{Ind}_{\rho_{\gamma}}(\mathcal{B}) = B \), and then the \( C^*-(b^\dagger, b) \)-algebra \( \mathcal{L}(\mathfrak{g})^R = \bigoplus_{i,b}^R \mathcal{L}(\mathfrak{g}) \) is a unit for the fiber product on the full subcategories of all \( A_H^a b \) and \( B_K^c \), satisfying \( A \subseteq \text{Ind}_{\gamma}(\mathcal{L}(\mathfrak{g})) \) and \( B \subseteq \text{Ind}_{\gamma}(\mathcal{L}(\mathfrak{g})) \).

**Remark 3.26.**

(i) If \( A \subseteq \text{Ind}_{\gamma}(\mathcal{L}(\mathfrak{g})) \) and \( B \subseteq \text{Ind}_{\gamma}(\mathcal{L}(\mathfrak{g})) \), then we have \( A_b \star B \subseteq \text{Ind}_{\gamma}(\mathcal{L}(\mathfrak{g})) \).

(ii) \( \text{Ind}_{\gamma}(\mathcal{B}^1) = \mathcal{L}(H \beta) \), and if \( \mathcal{B}^1 \) is unital, then \( \text{Ad}_r(A_b \star B) = A \cap \mathcal{L}(H \beta) = A_{\beta} \).

We finally discuss compatibility with sums and products. First, the fiber product is compatible with finite sums in the following sense. Let
\[
\text{Example 3.27.}
\]
For each \( i,j \in \mathbb{N}, \) let \( A_i^t \) and \( B_j^t \) be the \( C^* \)-algebra \( C_C^t \) with \( I^2(\mathbb{N} \times \mathbb{N}) \). Then \( \bigoplus_{i,j}^t (A_i^t \star B_j^t) \) corresponds to \( C_0(\mathbb{N} \times \mathbb{N}) \), represented on \( I^2(\mathbb{N} \times \mathbb{N}) \) by multiplication operators, but \( (A_i^t \star B_j^t) \cong C_0(\mathbb{N} \times \mathbb{N}) \) is strictly larger and contains, for example, the characteristic function of the diagonal \( \{(x, x) \mid x \in \mathbb{N}\} \) (see Example 5.3).

(ii) Let \( H = I^2(\mathbb{N}), a = \mathcal{L}(C, H), \) and let \( A \) and \( B \) be the \( C^* \)-algebra \( \mathcal{K}(H)^\alpha_H \) for all \( j \). Identify \( H_{\alpha} \otimes H \) with \( H \otimes H \) as in Example 2.12 (i), choose an orthonormal basis \( \{e_k\}_{k \in \mathbb{N}} \) of \( H \), and put \( y_j := |e_j \otimes e_0 \rangle \langle e_0 \otimes e_0 \rangle \in \mathcal{K}(H \otimes H) \) for each \( j \in \mathbb{N} \). Then \( y_j := (y_j)_j \in \bigoplus_{j} (A_t^t \star B_j^t) \) because \( y_j \in \mathcal{K}(H) \otimes \mathcal{K}(H) \subset A_t^t \star B_j^t \) for each \( j \in \mathbb{N} \). However, the fiber product is neither compatible with infinite sums nor infinite products:

**Example 3.27.** Let \( t = (C, C, C) \) be the trivial \( C^* \)-base.

(i) For each \( i,j \in \mathbb{N} \), let \( A^i \) and \( B^j \) be the \( C^* \)-algebra \( C_C^t \) with \( I^2(\mathbb{N} \times \mathbb{N}) \). Then \( \bigoplus_{i,j} (A_i^t \star B_j^t) \) corresponds to \( C_0(\mathbb{N} \times \mathbb{N}) \), represented on \( I^2(\mathbb{N} \times \mathbb{N}) \) by multiplication operators, but \( (A_i^t \star B_j^t) \cong C_0(\mathbb{N} \times \mathbb{N}) \) is strictly larger and contains, for example, the characteristic function of the diagonal \( \{(x, x) \mid x \in \mathbb{N}\} \) (see Example 5.3).

(ii) Let \( H = I^2(\mathbb{N}), a = \mathcal{L}(C, H), \) and let \( A \) and \( B \) be the \( C^* \)-algebra \( \mathcal{K}(H)^\alpha_H \) for all \( j \). Identify \( H_{\alpha} \otimes H \) with \( H \otimes H \) as in Example 2.12 (i), choose an orthonormal basis \( \{e_k\}_{k \in \mathbb{N}} \) of \( H \), and put \( y_j := |e_j \otimes e_0 \rangle \langle e_0 \otimes e_0 \rangle \in \mathcal{K}(H \otimes H) \) for each \( j \in \mathbb{N} \). Then \( y_j := (y_j)_j \in \bigoplus_{j} (A_t^t \star B_j^t) \) because \( y_j \in \mathcal{K}(H) \otimes \mathcal{K}(H) \subset A_t^t \star B_j^t \) for all \( j \in \mathbb{N} \). However, the fiber product is neither compatible with infinite sums nor infinite products:
\[(|e_j\rangle_1|e_0\rangle\langle e_0|)j \in \prod_j \mathcal{L}(H, H \otimes H) \subseteq \mathcal{L}(\bigoplus_j H, \bigoplus_j H \otimes H)\] which is not contained in the space \[[|\alpha\rangle_1 \mathcal{L}(\bigoplus_j H)]].

### 3.6. A fiber product of non-represented $C^*$-algebras

The spatial fiber product of $C^*$-algebras represented on $C^*$-modules yields a fiber product of non-represented $C^*$-algebras as follows.

Let $b = (\mathfrak{A}, \mathfrak{B}, \mathfrak{B}^\dagger)$ be a $C^*$-base. In Subsection 3.2, we constructed a functor $R_b : C^*_b \to C^*_b$, that associates to each $C^*$-$b$-algebra a universal representation in form of a $C^*$-$b$-algebra. Replacing $b$ by $b^\dagger$, we obtain a functor $R_{b^\dagger} : C^*_b \to C^*_b$, and composition of these with the spatial fiber product gives a fiber product of non-represented $C^*$-algebras in form of a functor

\[C^*_b \times C^*_b \xrightarrow{R_b \times R_{b^\dagger}} C^*_b \times C^*_b \to C^*_b \to C^*_b, (C_{\sigma}, D_{\tau}) \mapsto R_b(C_{\sigma}) \star R_{b^\dagger}(D_{\tau}),\]

where $C^*_b$ denotes the category of $C^*$-algebras and $*$-homomorphisms. In categorical terms, this is the right Kan extension of the spatial fiber product on $C^*_b \times C^*_b$ along the product of the forgetful functors $U_b \times U_{b^\dagger} : C^*_b \times C^*_b \to C^*_b \times C^*_b [19, \S X]$.

Given further $C^*$-bases $a = (\mathfrak{A}, \mathfrak{B}, \mathfrak{B}^\dagger)$ and $\c = (\mathfrak{E}, \mathfrak{C}, \mathfrak{C}^\dagger)$, we similarly obtain a functor

\[C^*_{(\mathfrak{A}, \mathfrak{B}^\dagger)} \times C^*_{(\mathfrak{B}, \mathfrak{C}^\dagger)} \xrightarrow{R_{(a^\dagger, b)} \times R_{(a^\dagger, c)}} C^*_{(a^\dagger, b)} \times C^*_{(b^\dagger, c)} \to C^*_{(a^\dagger, b)} \varprojlim_{(a^\dagger, c)} \to C^*_{(\mathfrak{A}, \mathfrak{C}^\dagger)},\]

and, using Remark 3.12, a natural transformation between the compositions in the square

\[
\begin{array}{ccc}
C^*_{(\mathfrak{A}, \mathfrak{B}^\dagger)} \times C^*_{(\mathfrak{B}, \mathfrak{C}^\dagger)} & \xrightarrow{R_{(a^\dagger, b)} \times R_{(a^\dagger, c)}} & C^*_{(a^\dagger, b)} \times C^*_{(b^\dagger, c)} \\
\downarrow & & \downarrow \\
C^*_{(\mathfrak{A}, \mathfrak{C}^\dagger)} & \xrightarrow{R_{(a^\dagger, b)}} & C^*_{(\mathfrak{A}, \mathfrak{C}^\dagger)}
\end{array}
\]

where the vertical maps are the forgetful functors.

### 4. Relation to the setting of von Neumann algebras

In this section, let $N$ be a von Neumann algebra with a n.s.f. weight $\mu$, denote by $\mathfrak{M}_\mu, H_\mu, \pi_\mu, J_\mu$ the usual objects of Tomita-Takesaki theory [23], and define the antirepresentation $\pi^{\text{op}}_\mu : N \to \mathcal{L}(H_\mu)$ by $x \mapsto J_\mu \pi_\mu(x^*)J_\mu$.

#### 4.1. Adaptation to von Neumann algebras

The definitions and constructions presented in Sections 2 and 3 can be adapted to a variety of other settings. We now briefly explain what happens when we pass to the setting of von Neumann algebras. Instead of a $C^*$-base, we start with the triple $b = (\mathfrak{A}, \mathfrak{B}, \mathfrak{B}^\dagger)$, where $\mathfrak{A} = H_\mu, \mathfrak{B} = \pi_\mu(N)$, and $\mathfrak{B}^\dagger = J_\mu \pi_\mu(N)J_\mu$. Next, we define $W^*$-$b$-modules, $W^*$-$(b^\dagger, b)$-modules, their relative tensor product, $W^*$-$b$-algebras, and the fiber product by just replacing the norm closure $[\cdot , \cdot]$ by the closure with respect to the weak operator topology $[\cdot , \cdot]_w$ everywhere in Sections 2 and 3. We then recover Connes’ fusion of Hilbert bimodules over $N \times \text{Sauvageot’s fiber product as follows}.

**MODULES.** Let $H$ be some Hilbert space. If $(H, \rho)$ is a right $N$-module, then

\[\alpha = \mathcal{L}((\mathfrak{A}, \pi^{\text{op}}_\mu), (H, \rho)) := \{T \in \mathcal{L}(\mathfrak{A}, H) \mid \forall x \in N : T\pi^{\text{op}}_\mu(x) = \rho(x)T\}\]
satisfies \( [\alpha K] = H, [\alpha^* \alpha] = W, \alpha \circ \pi^\mu_{\beta} \) (see Lemma 2.5) coincides with \( \rho \). Conversely, if \( \alpha \subseteq L(\hat{\mathfrak{K}}, H) \) is a weakly closed subspace satisfying the three preceding equations, then \( (H, \rho_\alpha \circ \pi^\mu_\beta) \) is a right \( N \)-module and \( \alpha = L((\hat{\mathfrak{K}}, \pi^\mu_\beta), (H, \rho_\alpha \circ \pi^\mu_\beta)) \) \([22]\). We thus obtain a bijective correspondence between right \( N \)-modules and \( W^*\)-\( b \)-modules. This correspondence is an isomorphism of categories since for every other right \( N \)-module \( (K, \sigma) \), an operator \( T \in L(H, K) \) intertwines \( \rho \) and \( \sigma \) if and only if \( T \alpha \) is contained in \( \beta := L((\hat{\mathfrak{K}}, \pi^\mu_\beta), (K, \sigma)) \). For \( W^*\)-\( b \)-modules, the notions of morphisms and semi-morphisms coincide.

ALGEBRAS. Let \( H, \rho, \alpha \) be as above and let \( A \subseteq L(H) \) be a von Neumann algebra. Then \( \rho(N) \subseteq A \) if and only if \( \rho_\alpha(\mathfrak{B}) A \subseteq A \). Thus, \( W^*\)-\( b \)-algebras correspond with von Neumann algebras equipped with a normal unital embedding of \( N \). Moreover, let \( K, \sigma, \beta \) be as above, let \( B \subseteq L(K) \) be a von Neumann algebra, assume \( \rho(N) \subseteq A \) and \( \sigma(N) \subseteq B \), and let \( \pi : A \to B \) be a \( * \)-homomorphism satisfying \( \pi \circ \rho = \sigma \). Then \( \pi \) is normal if and only if \( [L^*(H, \rho_\alpha), K_\beta \alpha]_w = \beta \). Indeed, the “if” part is straightforward (see Lemma 3.4), and the “only if” part follows easily from the fact that every normal \( * \)-homomorphism is the composition of an amplification, reduction, and unitary transformation \([5, \S 4.4]\).

BIMODULES. Let \( (H, \rho) \) be a left \( N \)-module, let \( (H, \sigma) \) be a right \( N \)-module, and let \( \alpha = L((\hat{\mathfrak{K}}, \pi^\mu_\beta), (H, \rho)) \) and \( \beta = L((\hat{\mathfrak{K}}, \pi^\mu_\beta), (H, \sigma)) \). Then \( (H, \rho, \sigma) \) is an \( N \)-bimodule if and only if \( \rho(N) \beta = \beta \) and \( \sigma(N) \alpha = \alpha \), and thus we obtain an isomorphism between the category of \( N \)-bimodules and the category of \( W^*\times(\mathfrak{B}^\dagger, \mathfrak{B}) \)-modules.

FUSION. The preceding considerations and (2.1) show that the relative tensor product of \( W^*\times(\mathfrak{B}^\dagger, \mathfrak{B}) \)-modules corresponds to Connes’ fusion of \( N \)-bimodules.

The preceding considerations and (2.1) show that the relative tensor product of \( W^*\times(\mathfrak{B}^\dagger, \mathfrak{B}) \)-modules corresponds to Connes’ fusion of \( N \)-bimodules.

4.2. Relation to Connes’ fusion and Sauvageot’s fiber product. Let \( \mathfrak{b} = (\mathfrak{K}, \mathfrak{B}, \mathfrak{B}^\dagger) \) be a \( C^* \)-base such that \( \hat{\mathfrak{K}} = H_{\beta} \), \( \mathfrak{B}^\sigma = \pi^\mu(N) \), \( (\mathfrak{B}^\dagger)^\sigma = \pi^\mu_{\beta}(N) = \mathfrak{B}^\dagger \). Denote by \( C^*\text{-}\text{mod}_{(\mathfrak{B}^\dagger, \mathfrak{B})} \) the category of all \( C^*\times(\mathfrak{B}^\dagger, \mathfrak{B}) \)-modules with all semi-morphisms, and by \( W^*\text{-}\text{bimod}_{(N,N^\sigma)} \) the category of all \( N \)-bimodules, respectively. Lemmas 2.5 and 2.6 imply:

**Lemma 4.1.** There is a faithful functor \( F : C^*\text{-}\text{mod}_{(\mathfrak{B}^\dagger, \mathfrak{B})} \to W^*\text{-}\text{bimod}_{(N,N^\sigma)} \), given by \( a H_{\beta} \mapsto (H, \rho_\alpha \circ \pi^\mu_{\beta}, \beta \circ \pi^\mu_{\beta}) \) on objects and \( T \mapsto T \) on morphisms.

The categories \( C^*\text{-}\text{mod}_{(\mathfrak{B}^\dagger, \mathfrak{B})} \) and \( W^*\text{-}\text{bimod}_{(N,N^\sigma)} \) carry the structure of monoidal categories \([19]\), and we now show that the functor \( F \) above is monoidal. Let \( H_{\beta} \) be a \( C^*\times \mathfrak{B} \)-module, \( K_{\gamma} \) a \( C^*(\mathfrak{B}^\dagger) \)-module, and let

\[
\rho = \rho_{\beta} \circ \pi^\mu_{\beta}, \quad X = L((\hat{\mathfrak{K}}, \pi^\mu_{\beta}), (H, \rho)), \quad \sigma = \rho_{\gamma} \circ \pi_{\mu}, \quad Y = L((\hat{\mathfrak{K}}, \pi_{\mu}), (K, \gamma)).
\]
Given subspaces $X_0 \subseteq X$ and $Y_0 \subseteq Y$, we define a sesquilinear form $\langle \cdot | \cdot \rangle$ on the algebraic tensor product $X_0 \odot \mathcal{R} \odot Y_0$ such that for all $\xi, \xi', \zeta, \zeta' \in \mathcal{R}, \eta, \eta' \in Y_0$,

$$\langle \xi \odot \zeta \odot \eta | \xi' \odot \zeta' \odot \eta' \rangle = \langle \zeta | (\xi^* \xi') (\eta^* \eta') \rangle = \langle \zeta | (\eta^* \eta') (\xi^* \xi') \rangle$$

Denote by $X_0 \otimes \mathcal{R} \otimes Y_0$ the Hilbert space obtained by forming the separated completion.

**Lemma 4.2.** Let $X_0 \subseteq X, Y_0 \subseteq Y$ be subspaces satisfying $[X_0, \mathcal{R}] = H$ and $[Y_0, \mathcal{R}] = K$. Then the natural map $X_0 \otimes \mathcal{R} \otimes Y_0 \to X \otimes \mathcal{R} \otimes Y$ is an isomorphism.

**Proof.** Injectivity is clear. The natural map $X_0 \otimes \mathcal{R} \otimes Y_0 \to X \otimes \mathcal{R} \otimes Y_0$ is surjective because both spaces coincide with the separated completion of the algebraic tensor product $H \otimes Y_0$ with respect to the sesquilinear inner form given by $\langle \omega \odot \eta, \omega' \odot \eta' \rangle = \langle \omega | \rho_\beta (\eta^* \eta') \omega' \rangle$, and a similar argument shows that the natural map $X \otimes \mathcal{R} \otimes Y_0 \to X \otimes \mathcal{R} \otimes Y$ is surjective. \qed

We conclude that Connes’ original definition of the relative tensor product $H_\rho \otimes_\sigma K$ via bounded vectors coincides with the algebraic one given in (2.1) and with the relative tensor product $H_\beta \otimes_\gamma K$.

**Theorem 4.3.** There exists a natural isomorphism between the compositions in the square

$$\begin{array}{ccc}
\mathcal{C}^\ast - \text{mod}_{(b^1, b)} \times \mathcal{C}^\ast - \text{mod}_{(b^1, b)} & \xrightarrow{- \odot_b} & \mathcal{C}^\ast - \text{mod}_{(b^1, b)} \\
& \fbox{F \times F} & \\
\mathcal{W}^\ast - \text{bimod}_{(N, N^{op})} \times \mathcal{W}^\ast - \text{bimod}_{(N, N^{op})} & \xrightarrow{- \odot_\mu} & \mathcal{W}^\ast - \text{bimod}_{(N, N^{op})},
\end{array}$$

given for each object $(\alpha H_\beta, \gamma K_\delta) \in \mathcal{C}^\ast - \text{mod}_{(b^1, b)} \times \mathcal{C}^\ast - \text{mod}_{(b^1, b)}$ by the natural map

$$(4.1) \quad H_\beta \otimes_\rho K = \beta \otimes \mathcal{R} \otimes \gamma \to X \otimes \mathcal{R} \otimes Y = H_\mu \otimes_\eta K.$$

With respect to this isomorphism, the functor $F : \mathcal{C}^\ast - \text{mod}_{(b^1, b)} \to \mathcal{W}^\ast - \text{bimod}_{(N, N^{op})}$ is monoidal.

**Proof.** Lemma 4.2 implies that the map (4.1) is an isomorphism. Evidently, this map is natural with respect to $\alpha H_\beta$ and $\gamma K_\delta$. The verification of the assertion concerning $F$ is now tedious but straightforward. \qed

Denote by $\mathcal{C}^{s, nd}_{(b^1, b)}$ the category formed by all $C^\ast$-$b$-algebras $A^{\alpha, \beta}_H$ satisfying $\rho_\alpha (\mathcal{B}) + \rho_\beta (\mathcal{B}) \subseteq A$ and all semi-morphisms, and by $\mathcal{W}^\ast_{(N, N^{op})}$ the category of all von Neumann algebras $A$ equipped with a normal, unital embedding and anti-embedding $\iota_A^{(op)} : N \to A$ such that $[\iota_A(N), \iota_A^{(op)}(N)] = 0$, together with all morphisms preserving these (anti-)embeddings. Lemma 3.4 implies:

**Proposition 4.4.** There exists a faithful functor $G : \mathcal{C}^{s, nd}_{(b^1, b)} \to \mathcal{W}^\ast_{(N, N^{op})}$, given by $(\alpha H_\beta, A) \mapsto (A^\prime, \rho_\alpha \circ \pi_\mu, \rho_\beta \circ \pi_\mu^{(op)})$ on objects and $\phi \mapsto \phi''$ on morphisms, where $\phi''$ denotes the normal extension of $\phi$. \qed
By Lemma 3.16, $A \ast B \in \mathcal{C}_{(b_1, b)}^{s, nd}$ for all $A, B \in \mathcal{C}_{(b_1, b)}^{s, nd}$, but $\mathcal{C}_{(b_1, b)}^{s, nd}$ is not a monoidal category with respect to the fiber product because the latter is not associative (see Subsection 3.5).

**Proposition 4.5.** There exists a natural transformation

$$
\begin{array}{ccc}
\mathcal{C}_{(b^1, b)}^{s, nd} \times \mathcal{C}_{(b^1, b)}^{s, nd} & \xrightarrow{\sim} & \mathcal{C}_{(b_1, b)}^{s, nd} \\
\downarrow \quad G \times G & & \downarrow G \\
\mathcal{W}^*(N, N_{op}) \times \mathcal{W}^*(N, N_{op}) & \xrightarrow{\sim} & \mathcal{W}^*(N, N_{op}),
\end{array}
$$

given for each object $A_{H}^\alpha_{\beta}$ and $B_{K}^\gamma_{\delta}$ by conjugation with the isomorphism (4.1).

**Proof.** Immediate from Theorem 4.3 and Lemma 3.16. □

### 4.3 A categorical interpretation of the fiber product of von Neumann algebras.

We keep the notation introduced above, denote by $\mathcal{Hilb}$ the category of Hilbert spaces and bounded linear operators, and call a subcategory of $\mathcal{W}^*\mathcal{-mod}_{(N, N_{op})}$ a $*$-subcategory if it is closed with respect to the involution $T \mapsto T^*$ of morphisms.

**Definition 4.6.** A category over $\mathcal{W}^*\mathcal{-mod}_{(N, N_{op})}$ is a category $\mathcal{C}$ equipped with a functor $U_{C}: \mathcal{C} \to \mathcal{W}^*\mathcal{-mod}_{(N, N_{op})}$ such that $U_{C}C$ is a $*$-subcategory of $\mathcal{W}^*\mathcal{-mod}_{(N, N_{op})}$. Let $(\mathcal{C}, U_{C})$ be such a category. We loosely refer to $\mathcal{C}$ as a category over $\mathcal{W}^*\mathcal{-mod}_{(N, N_{op})}$ without mentioning $U_{C}$ explicitly, and denote by $\mathcal{H}_{C}$ the composition of $U_{C}$ with the forgetful functor $\mathcal{W}^*\mathcal{-mod}_{(N, N_{op})} \to \mathcal{Hilb}$. We call an object $G \in \mathcal{C}$ separating if it satisfies $[\mathcal{H}_{C}C(G, X)(\mathcal{H}_{C}G)] = \mathcal{H}_{C}X$ for each $X \in \mathcal{C}$.

We denote by $\mathcal{Cat}_{(N, N_{op})}$ the category of all categories over $\mathcal{W}^*\mathcal{-mod}_{(N, N_{op})}$ having a separating object, where the morphisms between objects $(\mathcal{C}, U_{C})$ and $(\mathcal{D}, U_{D})$ are all functors $F: \mathcal{C} \to \mathcal{D}$ satisfying $U_{D}F = U_{C}$.

**Example 4.7.** For each $A \in \mathcal{W}^*(N, N_{op})$, denote by $\mathcal{W}^*\mathcal{-mod}_{A}$ the category of all normal, unital representations $\pi: A \to \mathcal{L}(H)$ for which $\pi \circ \iota_{A}$ and $\pi \circ \iota_{A}^{op}$ are faithful, and all intertwiners. This is a category over $\mathcal{W}^*\mathcal{-mod}_{(N, N_{op})}$, where $U_{A}: \mathcal{W}^*\mathcal{-mod}_{A} \to \mathcal{W}^*\mathcal{-mod}_{(N, N_{op})}$ is given by $(L, \pi) \mapsto (L, \pi \circ \iota_{A}, \pi \circ \iota_{A}^{op})$ on objects and $T \mapsto T$ on morphisms. The only non-trivial thing to check is that $\mathcal{W}^*\mathcal{-mod}_{A}$ has a separating object; by [3, Lemma 2.10] or [23, IX Theorem 1.2 (iv)], one can take the GNS-representation for a n.s.f. weight on $A$.

Each morphism $\phi: A \to B$ in $\mathcal{W}^*(N, N_{op})$ yields a functor $\phi*: \mathcal{W}^*\mathcal{-mod}_{B} \to \mathcal{W}^*\mathcal{-mod}_{A}$, given by $(L, \pi) \mapsto (L, \pi \circ \phi)$ on objects and $T \mapsto T$ on morphisms.

**Remark 4.8.** In the definition above, $\mathcal{Cat}_{(N, N_{op})}(\mathcal{C}, \mathcal{D})$ need not be a set, and this may cause problems. There are several possible solutions: we can fix a “universe” to work in, or replace the category $\mathcal{W}^*\mathcal{-mod}_{(N, N_{op})}$ by a small subcategory and require categories over $\mathcal{W}^*\mathcal{-mod}_{(N, N_{op})}$ to be small, too. It is clear how to modify the preceding example in that case.

**Proposition 4.9.** There exists a contravariant functor $\text{Mod}: \mathcal{W}^*(N, N_{op}) \to \mathcal{Cat}_{(N, N_{op})}$ given by $A \mapsto \text{Mod}(A) := (\mathcal{W}^*\mathcal{-mod}_{A}, U_{A})$ on objects and by $\phi \mapsto \text{Mod}(\phi) := \phi^*$ on morphisms. □
For each category \(C \in \mathbf{Cat}(N,N,\text{op})\), choose a separating object \(G_C\). Fix some \(C \in \mathbf{Cat}(N,N,\text{op})\), let \(U = U_C\), \(H = H_C\), \(G = G_C\), \((H, \rho, \sigma) = UG\), and define \(\text{End}(C) := H(C(G, G))' \subseteq \mathcal{L}(H)\). Then \(\rho(N) + \sigma(N) \subseteq \text{End}(C)\) because \(H(C(G, G)) \subseteq (\rho(N) + \sigma(N))'\), and we can consider \(\text{End}(C)\) as an element of \(W^{*}_{(N,N,\text{op})}\) with respect to \(\rho\) and \(\sigma\).

**Lemma 4.10.** There exists a morphism \(\eta_C : C \to \text{Mod}(\text{End}(C))\) in \(\mathbf{Cat}(N,N,\text{op})\), given by \(X \mapsto (UX, \rho^X)\) on objects and \(T \mapsto HT\) on morphisms, where \(\rho^X = \rho_{HC(G,X)}\) for each \(X \in C\). In particular, \(\rho^X(\text{End}(C)) \subseteq H(C(X, X))'\) for each \(X \in C\).

**Proof.** Let \(X \in C\) and \((K, \phi, \psi) = UX\). Then Lemma 2.5, applied to \(I := HC(G,X) \subseteq \mathcal{L}^*(HG,HX)\), gives a normal representation \(\rho_I : (I^*I)' \to \mathcal{L}(K)\). Since \(I^*I \subseteq HC(G,X)\) by assumption on \(C\), we have \(\text{End}(C) \subseteq (I^*I)'\) and can define \(\rho^X = \rho_I|_{\text{End}(C)}\). Each element of \(I\) intertwines \(\rho\) with \(\phi\) and \(\sigma\) with \(\psi\), whence \(UX = (K, \rho_I \circ \rho, \rho_I \circ \sigma) = U\text{End}(C)(\eta_C(T))\).

Let \(Y \in C\), \(T \in C(X,Y)\), \(J := HC(G,Y)\). Then \(H(T)\rho_I(S) = \rho_J(S)H(T)\) for all \(S \in \text{End}(G)\) because \(H(T)I \in J\), and therefore \(H(T)\) is a morphism from \((HX, \rho^X)\) to \((HY, \rho^Y)\). By definition, \(H_{\text{End}(C)}(\eta_C(T)) = HT\).

**Remark 4.11.** If \(G' \in C\) is another separating object, \(\rho^{G'} : HC(G,G)' \to HC(G,G')'\) is an isomorphism with inverse \(\rho_{HC(G',G)}\).

We shall eventually show that the assignment \(C \mapsto \text{End}(C)\) extends to a functor \(\text{End} : \mathbf{Cat}(N,N,\text{op}) \to W^{*}_{(N,N,\text{op})}\) that is adjoint to \(\text{Mod}\). The key is a more careful analysis of functors from a category \(C \in \mathbf{Cat}(N,N,\text{op})\) to categories of the form \(\text{Mod}(A)\), where \(A \in W^{*}_{(N,N,\text{op})}\). Such functors themselves can be considered as objects of a category as follows.

For all \(C, D \in \mathbf{Cat}(N,N,\text{op})\), the elements of \(\mathbf{Cat}(N,N,\text{op})(C,D)\) are the objects of a category, where the morphisms are all natural transformations with the usual composition.

Similarly, for all \(A, B \in \mathbf{Cat}(N,N,\text{op})\), the morphisms in \(W^{*}_{(N,N,\text{op})}(A,B)\) can be considered as objects of a category, where the morphisms between \(\phi, \psi\) are all \(b \in B\) satisfying \(b \circ (a - b) = \psi(a) - \phi(b)\) for all \(a \in A\), and where composition is given by multiplication.

**Proposition 4.12.** Let \(A \in W^{*}_{(N,N,\text{op})}\) and \(C \in \mathbf{Cat}(N,N,\text{op})\). Then there exists an isomorphism \(\Phi_{C,A} : \mathbf{Cat}(N,N,\text{op})(C, \text{Mod}(A)) \to W^{*}_{(N,N,\text{op})}(A, \text{End}(C))\) with inverse \(\Psi_{C,A} := \Phi_{C,A}^{-1}\) such that

(i) \(\Phi_{C,A}(F)\) is defined by \(FG_C = (HC_GC, \Phi_{C,A}(F))\) for each functor \(F : C \to \text{Mod}(A)\) and \(\Phi_{C,A}(\alpha) = \alpha_GC\) for each \(\alpha \in \mathbf{Cat}(N,N,\text{op})(C, \text{Mod}(A))\);

(ii) \(\Psi_{C,A}(\pi) = \text{Mod}(\pi) \circ \eta_C : C \to \text{Mod}(\text{End}(C)) \to \text{Mod}(A)\) for each object \(\pi\) and \(\Psi_{C,A}(S) = (\rho^X(S))_{X \in C}\) for each morphism \(S \in W^{*}_{(N,N,\text{op})}(A, \text{End}(C))\).

Explicitly, \(\Psi_{C,A}(\pi)\) is given by \(X \mapsto (HC_X, \rho^X \circ \pi)\) on objects and \(T \mapsto HC_T\) on morphisms.

The proof of Proposition 4.12 involves the following result.

**Lemma 4.13.** Write \(U.CG_C = (HC_GC, \rho, \sigma)\). Then the assignments \(\alpha \mapsto \alpha_{GC}\) and \((\rho^X(S))_{X \in C} \mapsto S\) are inverse bijections between all natural transformations \(\alpha\) of \(HC\) (or \(\eta_C\)) and all elements \(S \in \text{End}(GC)\) (or \(S \in \text{End}(GC) \cap (\rho(N) + \sigma(N))'\), respectively).
Proof. A family of morphisms \( (\alpha_X : H_C X \to H_C X)_{X \in C} \) is a natural transformation of \( H_C \) if and only if \( \alpha_X T = T \alpha_X \) for all \( X \in C \) and \( T \in H_C(G_C, X) \), that is, if \( \alpha_X = \rho^X(\alpha_{G_C}) \) and \( \alpha_{G_C} \in \text{End}(C) \). Such a family is a natural transformation of \( \eta_C \) if and only if additionally, \( \alpha_X = \rho^X(\alpha_{G_C}) \) is a morphism of \( U_C X \) for each \( X \in C \) or, equivalently, if \( \alpha_{G_C} \in \rho(N) + \sigma(N) \).

Proof of Proposition 4.12. Lemma 4.13 implies that \( \Psi := \Psi_{C, A} \) is well defined by (ii). Let us show that \( \Phi := \Phi_{C, A} \) is well defined by (i). For each \( F \) as above, the image \( H_{\text{Mod}(C)}(F(C(G_C, G_C))) = H_C(C(G_C, G_C)) \) consists of intertwiners for \( \Phi(F) \) and hence \( (\Phi(F))(A) \subseteq H_C(C(G_C, G_C))' = \text{End}(C) \). Likewise, for each \( \alpha \) as above, \( \alpha_{G_C} \) intertwines \( H_C(C(G_C, G_C)) \) and hence \( \alpha_{G_C} \in \text{End}(C) \). Finally, \( \Phi(\alpha \circ \beta) = \alpha_{G_C} \circ \beta_{G_C} = \Phi(\alpha) \Phi(\beta) \) for all composable \( \alpha, \beta \).

Next, \( \Phi \circ \Psi = \text{id} \) because for each \( \pi \) as above, \( \Psi(\pi)(G_C) = (h_C G_C, \rho^{G_C} \circ \pi) \) so that \( \Phi(\Psi(\pi)) = \rho^{G_C} \circ \pi = \pi \), and for each \( S \) as above, the component of \( (\rho^X(S))_{X \in C} \) at \( X = G_C \) is \( \rho^{G_C}(S) = S \).

Finally, we prove \( \Psi \circ \Phi = \text{id} \). Let \( F \) be as above and define \( \phi^X \) by \( F X = (h_C X, \phi^X) \) for each \( X \in C \). Then \( \Phi(F) = \phi^{G_C} \), and for each \( a \in A \), the family \( (\phi^X(a))_{X \in C} \) is a natural transformation of \( H_{\text{Mod}(A)} \circ F = H_C(X) \) which coincides by Lemma 4.13 with \( (\rho^X(\phi^{G_C}(a)))_{X \in C} \). Therefore, \( F X = (h_C X, \phi^X) = (h_C X, \rho^X \circ \Phi(F)) = \Psi(\Phi(F))(X) \) for each \( X \in C \). On morphisms, \( \Psi(\Phi(F)) \) and \( F \) coincide anyway. For each \( \alpha \) as above, \( \Psi(\Phi(\alpha)) = (\rho^X(\alpha_{G_C}))_{X \in C} \).

Corollary 4.14. (i) Let \( A \in W^*_{(N, N^{op})} \) and consider \( \text{id}_A \) as an object of \( C := \text{Mod}(A) \). Then \( \Phi_{C, A}(\text{id}_C) : A \to \text{End}(\text{Mod}(A)) \) is an isomorphism in \( W^*_{(N, N^{op})} \) with inverse \( \epsilon_A := \rho^\text{id}_A \).

(ii) Let \( A, B \in W^*_{(N, N^{op})} \). Then the isomorphism \( \text{Mod}_{(A, B)} \) obtained by composing

\[
(\epsilon_B^{-1})_*: W^*_{(N, N^{op})}(A, B) \to W^*_{(N, N^{op})}(A, \text{End}(\text{Mod}(B)))
\]

with

\[
\Psi_{\text{Mod}(B), A}: W^*_{(N, N^{op})}(A, \text{End}(\text{Mod}(B))) \to \text{Cat}_{(N, N^{op})}(\text{Mod}(B), \text{Mod}(A)),
\]

is given by \( \phi \mapsto \text{Mod}(\phi) \) on objects and \( b \mapsto (\pi(b))_{(L, \pi)} \) on morphisms.

(iii) Let \( C, D \in \text{Cat}_{(N, N^{op})} \). Then the functor \( \text{End}_{(C, D)} \) obtained by composing

\[
(\eta_D)_*: \text{Cat}_{(N, N^{op})}(C, D) \to \text{Cat}_{(N, N^{op})}(C, \text{Mod}(\text{End}(D)))
\]

with

\[
\Phi_{C, \text{End}(D)}: \text{Cat}_{(N, N^{op})}(C, \text{Mod}(\text{End}(D))) \to W^*_{(N, N^{op})}(\text{End}(D), \text{End}(C))
\]

is given by \( F \mapsto \rho^{G_C} \) on objects and \( \alpha \mapsto H_D(\alpha_{G_C}) \) on morphisms.

Proof. Assertions (i) and (iii) follow immediately from the definitions and Proposition 4.12.

Let us prove (ii). For each object \( \phi \), we have \( G_{\text{Mod}(B)} = (H_{\text{Mod}(B)}, \epsilon_B^{-1}) \) and \( \Phi_{\text{Mod}(B), A}(\text{Mod}(\phi)) = \epsilon_B^{-1} \circ \phi \), whence \( \Psi_{\text{Mod}(B), A}(\epsilon_B^{-1} \circ \phi) = \text{Mod}(\phi) \), and for each morphism \( b \), the family \( \alpha := (\pi(b))_{(L, \pi)} \) is a natural transformation and \( \Phi_{\text{Mod}(B), A}(\alpha) = \alpha_{G_{\text{Mod}(B)}} = \epsilon_B^{-1}(b) \).
The relative tensor product on $W^\ast$-mod$_{(N,N^{\text{op}})}$ yields a product on the category $\text{Cat}_{(N,N^{\text{op}})}$ as follows. Let $C, D \in \text{Cat}_{(N,N^{\text{op}})}$. Then $C \times D$ and the functor
\[ U_{C \times D} = (- \otimes -) \circ (U_C \times U_D) : C \times D \to W^\ast$-mod$_{(N,N^{\text{op}})}, \]
form a category over $W^\ast$-mod$_{(N,N^{\text{op}})}$ with separating object $(G_C, G_D)$. Thus, we obtain a monoidal structure on $\text{Cat}_{(N,N^{\text{op}})}$, given by $(C, D) \mapsto C \times D$ on objects and $(F, G) \mapsto F \times G$ on morphisms.

**Corollary 4.15.** For all $A, B, C \in W^\ast_{(N,N^{\text{op}})}$, there exists an isomorphism
\[ \Xi : W^\ast_{(N,N^{\text{op}})}(A, B \ast C) \to \text{Cat}_{(N,N^{\text{op}})}(\text{Mod}(B) \times \text{Mod}(C), \text{Mod}(A)) \]
such that
\[ \begin{aligned}
(i) \text{ for each object } \pi, \text{ the functor } \Xi(\pi) : \text{Mod}(B) \times \text{Mod}(C) &\to \text{Mod}(A) \text{ is given by } ((L, \tau), (M, \nu)) \mapsto (L \otimes M, (\tau \ast \nu) \circ \pi) \text{ and } (S, T) \mapsto S \otimes T; \\
(ii) \text{ for each morphism } x : \pi_1 \to \pi_2, \text{ the transformation } \Xi(b) : \Xi(\pi_1) \to \Xi(\pi_2) \text{ is given by } \Xi(b)((L, \tau), (M, \nu)) = (\tau \ast \nu)(x).
\end{aligned} \]

**Proof.** Let $B := \text{Mod}(B), C := \text{Mod}(C), D := B \times C$. Then $G := (G_B, G_C)$ is separating and
\[ \rho^G : \text{End}(D) \to H_D(D(G, G)) = (\text{End}(B) \otimes \text{End}(C))^\mu = \text{End}(B)_\mu ^\mu \text{End}(C) \cong B \ast C \]
is an isomorphism by Remark 4.11.

Let $X = (L, \tau) \in B$ and $Y = (M, \nu) \in C$. Then $\rho^{(X,Y)} = (\tau \ast \nu) \circ \rho^G$ by Lemma 2.5 because $\tau \ast \nu = \rho_J$, where $J = H_B(B(G_B, X)) \otimes H_C(C(G_C, Y))$, and $J \cdot H_D(D(G_D, G)) \subseteq H_D(D(G_D, (X, Y)))$. Now, the assertion follows from Proposition 4.12.

The categories $W^\ast_{(N,N^{\text{op}})}$ and $\text{Cat}_{(N,N^{\text{op}})}$ are enriched over the monoidal category $\text{Cat}$ of small categories [14], or, equivalently, are 2-categories, meaning that the morphisms between fixed objects are themselves objects of a small category, as explained before Proposition 4.12, and that the composition of morphisms between fixed objects extends to a functor, where

\[ (4.2) \quad \begin{array}{cc}
B & \xrightarrow{\psi_1} C \circ A \xrightarrow{\phi_1} B &= A \\
\xrightarrow{\psi_2} & \xrightarrow{\psi_1 \circ \phi_1} & \xrightarrow{\psi_2 \circ \phi_2} C \quad \text{in } W^\ast_{(N,N^{\text{op}})},
\end{array} \]

\[ (4.3) \quad \begin{array}{cc}
C & \xrightarrow{G_1} D \circ B \xrightarrow{F_1} C &= B \\
\xrightarrow{G_2} & \xrightarrow{G_1 \circ F_1} & \xrightarrow{G_2 \circ F_2} D \quad \text{in } \text{Cat}_{(N,N^{\text{op}})}.
\end{array} \]

Recall that a contravariant functor between two enriched categories $C, D$ consists of an assignment $F : \text{ob } C \to \text{ob } D$ and, for each pair of objects $X, Y \in C$, a functor $F_{(X,Y)} : C(X, Y) \to D(FY, FX)$ that is compatible with composition in a natural sense. We now show that the assignments $\text{Mod}, \text{End}$ defined above are functors in this sense.
and that the isomorphisms in Proposition 4.12 form part of an adjunction between Mod and End. For background on enriched categories, see [14].

**Theorem 4.16.** The assignments Mod and End define two contravariant functors Mod: \( W^*_{(N,N^{op})} \rightarrow \text{Cat}_{(N,N^{op})} \) and End: \( \text{Cat}_{(N,N^{op})} \rightarrow W^*_{(N,N^{op})} \) of enriched categories. The isomorphisms \( (\Phi_{C,A})_{C,A} \) define an adjunction whose unit is \( \eta_C \in \text{Cat}_{(N,N^{op})} \) and counit is \( \epsilon_A \in W^*_{(N,N^{op})} \).

**Proof.** We first show that Mod and End are functors of enriched categories. By Corollary 4.14, it suffices to prove this for End. Consider a diagram as in (4.3) and let \( a = \text{End}_{(B,C)}(\alpha) \), \( b = \text{End}_{(C,D)}(\beta) \), \( c = \text{End}_{(B,D)}(\beta_{F_2} \circ G_1 \alpha) \). We have to show that then the cells

\[
\begin{array}{ccc}
\text{End}(C) & \xrightarrow{\varphi} & \text{End}(B) \\
\downarrow{\varphi} & & \downarrow{\varphi} \\
\text{End}(D) & \xrightarrow{\varphi} & \text{End}(C)
\end{array}
\]

and

\[
\begin{array}{ccc}
\text{End}(D) & \xrightarrow{\varphi} & \text{End}(B) \\
\downarrow{\varphi} & & \downarrow{\varphi} \\
\text{End}(C) & \xrightarrow{\varphi} & \text{End}(B)
\end{array}
\]

are equal. By definition, \( a = H_C(\alpha_{G_B}) \), \( b = H_D(\beta_{G_C}) \), and by Lemma 4.13,

\[
c = H_D(\beta_{F_2 G_B} \cdot G_1(\alpha_{G_B})) = \rho_{F_2 G_B}(H_D(\beta_{G_C})) \cdot H_C(\alpha_{G_B}) = \text{End}(F_2)(b) \cdot a.
\]

It remains to show that for all morphisms \( \phi: A \rightarrow B \) in \( W^*_{(N,N^{op})} \) and \( F: C \rightarrow D \) in \( \text{Cat}_{(N,N^{op})} \), the diagram

\[
\begin{array}{ccc}
\text{Cat}_{(N,N^{op})}(D, \text{Mod}(B)) & \xrightarrow{\Phi_{D,B}} & W^*_{(N,N^{op})}(B, \text{End}(D)) \\
\downarrow{\Phi_{C,A}} & & \downarrow{\Phi_{C,A}} \\
\text{Cat}_{(N,N^{op})}(C, \text{Mod}(A)) & \xrightarrow{\Phi_{C,A}} & W^*_{(N,N^{op})}(A, \text{End}(C))
\end{array}
\]

commutes, where the vertical maps are induced by \( F \) and \( \text{Mod}_{(A,B)}(\phi) \) on the left and \( \phi \) and \( \text{End}_{(C,D)}(F) \) on the right, respectively, or, more precisely, that for each object \( G \) and each morphism \( \alpha \) in \( \text{Cat}_{(N,N^{op})}(D, \text{Mod}(B)) \),

\[
\text{End}_{(C,D)}(F) \circ \Phi_{D,B}(G) \circ \phi = \Phi_{C,A}(\text{Mod}_{(A,B)}(\phi) \circ G \circ F),
\]

\[
\text{End}_{(C,D)}(F)(\alpha) = \text{Mod}_{(A,B)}(\phi)(\alpha_F).
\]

The second equation holds because of Lemma 4.13 and the relation

\[
\text{End}_{(C,D)}(F)(\alpha_{G_C}) = \rho_{G_C}(\alpha_{G_B}) = \alpha_{F G_C} = \text{Mod}_{(A,B)}(\phi)(\alpha_{F G_C})
\]

first one holds because by Corollary 4.14,

\[
\text{End}_{(C,D)}(F) \circ \Phi_{D,B}(G) \circ \phi = \rho_{F G_C} \circ \Phi_{D,B}(G) \circ \phi,
\]

\[
(\text{Mod}_{(A,B)}(\phi) \circ G \circ F)(G_C) = (H_C G_C, \rho_{F G_C} \circ \Phi_{D,B}(G) \circ \phi).
\]

\( \square \)
5. The special case of a commutative base

Let \( Z \) be a locally compact Hausdorff space with a Radon measure \( \mu \) of full support, and identify \( C_0(Z) \) with multiplication operators on \( L^2(Z, \mu) \). Then the relative tensor product and the fiber product over the \( C^\ast \)-base \( b = (L^2(Z, \mu), C_0(Z), C_0(Z)) \) can be related to the fiberwise product of bundles as follows.

Denote by \( \text{Mod}_b \), \( \text{Mod}_{C_0(Z)} \), and \( \text{Bdl}_Z \) the categories of all \( C^\ast \)-modules with all morphisms, of all Hilbert \( C^\ast \)-modules over \( C_0(Z) \), and of all continuous Hilbert bundles over \( Z \); for the precise definition of the latter, see [6]. Each of these categories carries a monoidal structure, where the product

(i) of \( E, F \in \text{Mod}_{C_0(Z)} \) is the separated completion of \( E \otimes F \) with respect to the inner product \( \langle \xi \otimes \eta | \xi' \otimes \eta' \rangle = \langle \xi | \langle \eta, \eta' \rangle \rangle \), denoted by \( E \otimes_{C_0(Z)} F \);

(ii) of \( \mathcal{E}, \mathcal{F} \in \text{Bdl}_Z \) is the fibrewise tensor product of \( \mathcal{E} \) and \( \mathcal{F} \);

(iii) of \( H_\beta, K_\gamma \in \text{Mod}_b \) is \( (H_\beta \otimes_{b} K, \beta \bowtie \gamma) \), where \( \beta \bowtie \gamma := [\gamma]_2 [\beta] = [\beta]_1 \gamma \); here, note that \( \beta H_\beta, \gamma K_\gamma \) are \( C^\ast \)-(b, b)-modules.

There exist equivalences of monoidal categories

\[
\text{Mod}_b \cong \text{Mod}_{C_0(Z)} \cong \text{Bdl}_Z
\]

such that for each \( E \in \text{Mod}_{C_0(Z)} \), \( \mathcal{F} \in \text{Bdl}_Z \), \( H_\beta \in \text{Mod}_b \),

(i) \( UH_\beta = \beta \in \text{Mod}_{C_0(Z)} \);
(ii) \( FE = (E \otimes_{C_0(Z)} L^2(Z, \mu), l(E)) \), where \( l(\xi) = \xi \otimes_{C_0(Z)} \eta \) for each \( \xi \in E, \eta \in L^2(Z, \mu) \);
(iii) \( BE = \bigsqcup_{z \in Z} E_z \) and \( \Gamma_0(BE) = \{ (\xi_z)_z | \xi \in E \} \), where \( E_z \) is the completion of \( E \) with respect to the inner product \( \langle \xi, \eta \rangle \rightarrow \langle \xi | \eta \rangle(z) \), and \( \xi \mapsto \xi_z \) denotes the quotient map \( E \rightarrow E_z \);
(iv) the operations on the space of sections \( \Gamma_0(\mathcal{F}) \in \text{Mod}_{C_0(Z)} \) are defined fiberwise.

The equivalence on the left is easily verified, and the equivalence on the right is explained in [6]. Compare also Examples 2.7 and 2.12 (ii).

Denote by \( \mathcal{C}^\ast_{C_0(Z)} \) the category of all continuous \( C_0(Z) \)-algebras with full support [6], where the morphisms between \( A, B \in \mathcal{C}^\ast_{C_0(Z)} \) are all \( C_0(Z) \)-linear nondegenerate \( \ast \)-homomorphisms \( \pi : A \rightarrow M(B) \), and by \( \tilde{\mathcal{C}}^\ast_b \) the category of all \( C^\ast \)-algebras \( A^\beta_H \) satisfying \( [\rho_\beta(C_0(Z))A] = A \) and \( [A\beta] = \beta \), where the morphisms between \( A^\beta_H, B^\gamma_H \in \tilde{\mathcal{C}}^\ast_b \) are all \( \pi \in \mathcal{C}^\ast_b(A^\beta_H, M(B^\gamma_H)) \) satisfying \( [\pi(A)B] = B \). Then there exists a functor \( \tilde{\mathcal{C}}^\ast_b \rightarrow \mathcal{C}^\ast_{C_0(Z)} \), given by \( A^\beta_H \rightarrow (A, \rho_\alpha) \) and \( \pi \mapsto \pi \), and this functor has a full and faithful left adjoint which embeds \( \mathcal{C}^\ast_{C_0(Z)} \) into \( \mathcal{C}^\ast_b \) [28, Theorem 6.6].

We finally consider the fiber product of commutative \( C^\ast \)-algebras and start with preliminaries. Let \( Z \) be a locally compact space, \( E \) a Hilbert \( C^\ast \)-module over \( C_0(Z) \), and \( BE = \bigsqcup_{z \in Z} E_z \) the corresponding Hilbert bundle. The topology on \( BE \) is generated by all open sets of the form \( U_{\eta, \epsilon} \colon \{ \zeta \in E_z | \eta_{z - \zeta} < \epsilon \} \), where \( V \subseteq Z \) is open, \( \eta \in E, \epsilon > 0 \). Denote by \( q \colon \bigsqcup_{z \in Z} L(E_z) \rightarrow Z \) the natural projection and define
for each \( \eta, \eta' \in E \) maps
\[
\omega_{\eta, \eta'} : \bigsqcup_{z \in Z} L(E_z) \rightarrow C, \quad T \mapsto \langle \eta_q(T)|T\eta'_q(T) \rangle,
\]
\[
v^{(s)}_\eta : \bigsqcup_{z \in Z} L(E_z) \rightarrow \bigcup_{z \in Z} E_z, \quad T \mapsto T^{(s)}\eta_q(T).
\]

The \textit{weak topology} (strong-*-topology) on \( \bigsqcup_{z \in Z} L(E_z) \) is the weakest one that makes \( q \) and all maps of the form \( v^{(s)}_\eta \) (of the form \( v^{(s)}_\eta \)) continuous.

Let \( A \) be a commutative \( C^* \)-algebra, let \( \pi : C_0(Z) \rightarrow M(A) \) be a *-homomorphism, and let \( \chi \in \hat{A} \). Then we identify \( E \otimes_{\pi^*} A \otimes_{\chi} C \) with \( E_z \), where \( z \in Z \) corresponds to \( \chi \circ \pi \in C_0(Z) \), via \( \eta \otimes a \otimes \chi \mapsto \lambda \chi(a)\eta_z \). A map \( T : \hat{A} \rightarrow \bigsqcup_{z \in Z} L(E_z) \) is \textit{weakly vanishing} (strong-*-vanishing) at infinity if for all \( \eta, \eta' \in E \), the map \( \omega_{\eta, \eta'} \circ T \) (the maps \( \chi \mapsto \|v^{(s)}_\eta(T(\chi))\| \)) vanish at infinity.

**Lemma 5.1.** Let \( A^*_\beta \) be a \( C^* \)-\( b \)-algebra, \( K_\gamma \) a \( C^* \)-\( b^1 \)-module, \( x \in L(H_{\beta} \otimes_{\gamma} K) \). Assume that \( A \) is commutative, \( \{\rho_{\beta}(C_0(Z))A\} = A \), and \( \langle \gamma_2x\gamma_2 \rangle \subseteq A \). Define \( F_x : \hat{A} \rightarrow \bigsqcup_{z \in Z} L(\gamma_z) \) by \( \chi \mapsto (\chi \ast \text{id})(x) \). Then:

(i) \( F_x \) is weakly continuous, weakly vanishing at infinity.

(ii) \( x \in \text{Ind}_{\gamma_2}(A) \) if and only if \( F_x \) is strong-* continuous, strong-*-vanishing at infinity.

**Proof.** First, note that for all \( \eta, \eta' \in \gamma \) and \( \chi \in \hat{A} \),
\[
\chi(\langle \eta_2x\eta'_2 \rangle) = \langle 1_{(\chi \otimes \rho_\beta)} \otimes \eta(\chi \ast \text{id})(x)(1_{(\chi \otimes \rho_\beta)} \otimes \eta') \rangle = \langle \eta_{(\chi \otimes \rho_\beta)}(x)(\chi_{(\chi \otimes \rho_\beta)}) \rangle.
\]

(i) For each \( \eta', \eta \in \gamma \), the map \( \chi \mapsto \langle \eta_{(\chi \otimes \rho_\beta)}(x)(\chi_{(\chi \otimes \rho_\beta)}) \rangle \) equals \( \langle \eta_2x\eta'_2 \rangle \).

(ii) Assume that \( F_x \) is strong-* continuous vanishing at infinity and let \( \eta \in \gamma \). Then the map \( \chi \mapsto F_x(\chi)(\eta_{(\chi \otimes \rho_\beta)}) \) lies in \( \Gamma_0(\gamma \otimes \rho_\beta A) \). Hence, there exists an \( \omega \in \gamma \otimes \rho_\beta A \) such that \( F_x(\chi)(\eta_{(\chi \otimes \rho_\beta)}) = \omega \chi \) for all \( \chi \in \hat{A} \). We identify \( \gamma \otimes \rho_\beta A \) with \( \bigsqcup_{z \in Z} L(\gamma_z) \) in the canonical manner and find that \( x\eta_2 = \omega \) because \( \chi(\langle \eta'_2|2x|\eta'_2 \rangle) = \langle \eta'_2(\chi_{(\chi \otimes \rho_\beta)}) \rangle = \langle \langle \eta'_2|2x|\eta'_2 \rangle \rangle \) for all \( \chi \in \hat{A} \), \( \eta' \in \gamma \). Since \( \eta \in \gamma \) was arbitrary, we can conclude \( x\gamma_2 \subseteq \gamma_2A \). A similar argument, applied to \( x^* \) instead of \( x \), shows that \( x^*\gamma_2 \subseteq \gamma_2A \), and therefore \( x \in \text{Ind}_{\gamma_2}(A) \). Reversing the arguments, we obtain the reverse implication. \( \square \)

Let \( X \) be a locally compact Hausdorff space with a continuous surjection \( p : X \rightarrow Z \) and a family of Radon measures \( \phi = (\phi_z)_{z \in Z} \) such that (i) \( \text{supp} \phi_z = X_z := \overline{p^{-1}(z)} \) for each \( z \in Z \) and (ii) the map \( \phi_\beta(f) : z \mapsto \int_{X_z} f d\phi_z \) is continuous for each \( f \in C_c(X) \). Define a Radon measure \( \nu_X \) on \( X \) such that \( \int_X f d\nu_X = \int_Z \phi_z(f) d\mu \) for all \( f \in C_c(X) \). Then there exists a unique map \( j_X : C_c(X) \rightarrow L(L^2(Z, \mu), L^2(X, \nu_X)) \) such that \( j_X(f)h = fp^*(h) \) and \( j_X(f)^*g = \phi_z(fg) \) for all \( f, g \in C_c(X), h \in C_c(Z) \). Similarly, let \( Y \) be a locally compact Hausdorff space with a continuous map \( q : Y \rightarrow Z \) and a family of measures \( \psi = (\psi_z)_{z \in Z} \) satisfying the same conditions as \( X, p, \phi, \) and define
a Radon measure \( \nu_Y \) on \( Y \) and an embedding \( j_Y : C_c(Y) \to L(L^2(Z, \mu), L^2(Y, \nu_Y)) \) as above. Let

\[
H := L^2(X, \nu_X), \quad \beta := [j_X(C_c(X))] , \quad A := C_0(X) \subseteq L(L^2(X, \nu_X)) = L(H),
\]

\[
K := L^2(Y, \nu_Y), \quad \gamma := [j_Y(C_c(Y))], \quad B := C_0(Y) \subseteq L(L^2(Y, \nu_Y)) = L(K).
\]

Then \( H_\beta, K_\gamma \) are \( C^*\)-b-modules and \( A_\beta \), \( B_\gamma \) are \( C^*\)-b-algebras, as one can easily check. Considering \( \beta \) and \( \gamma \) as Hilbert \( C^*\)-modules over \( C_0(Z) \), we can canonically identify

\[
\beta_z \cong L^2(X_z, \phi_z) \quad \text{and} \quad \gamma_z \cong L^2(Y_z, \psi_z).
\]

Finally, define a Radon measure \( \nu \) on \( X_p \times_q Y \) such that for all \( h \in C_c(X_p \times_q Y) \),

\[
\int_{X_p \times_q Y} h \, d\nu = \int_{X_p} \int_{X_q} h(x,y) \, d\psi_z(y) \, d\phi_z(x) \, d\mu(z).
\]

**Proposition 5.2.** (i) There exists a unitary \( U : H_\beta \otimes K_\gamma \to L^2(X_p \times_q Y, \nu) \) such that for all \( f \in C_c(X \times Y) \), \( g \in C_c(Y) \), \( (x,y) \in X_p \times_q Y \),

\[
(U(j_X(f)) \otimes h \otimes j_Y(g))(x,y) = f(x)h(p(x))g(y)
\]

for all \( f \in C_c(X) \), \( g \in C_c(Y) \), \( h \in C_c(Z) \), \( (x,y) \in X_p \times_q Y \).

(ii) \( \text{Ad}_U(A_\beta \otimes B_\gamma) \) is the \( C^*\)-algebra of all \( f \in L^\infty(X_p \times_q Y, \nu) \) that have representatives \( f_X, f_Y \) such that the maps \( X \to \text{Tot} L(\gamma) \) and \( Y \to \text{Tot} L(\beta) \) given by

\[
x \mapsto f_X(x, \cdot) \in L^\infty(Y_{p(x)}, \psi_{p(x)}) \quad \text{and} \quad y \mapsto f_Y(\cdot, y) \in L^\infty(X_{q(y)}, \phi_{q(y)})
\]

respectively, are strong-* continuous vanishing at infinity.

**Proof.** The proof of assertion (i) is straightforward, and assertion (ii) follows immediately from Proposition Lemma 3.16 (viii) and Lemma 5.1 (ii).

**Example 5.3.** (i) Let \( X, Y \) be discrete, \( Z = \{0\} \), and let \( \phi_0, \psi_0 \) be the counting measures on \( X, Y \), respectively. Then

\[
C_0(X)_{\beta \otimes \gamma}C_0(Y) \cong \{ f \in C_b(X \times Y) \mid f(x, \cdot) \in C_0(Y) \text{ for all } x \in X, \quad f(\cdot, y) \in C_0(X) \text{ for all } y \in Y \}.
\]

This follows from Proposition 5.2 and the fact that for each \( f \in C_b(X \times Y) \), the maps \( X \to L^2(Y, \mu) \), \( x \mapsto f(x, \cdot) \), and \( Y \to L^2(X, \nu) \), \( y \mapsto f(\cdot, y) \), are strong-* continuous vanishing at infinity if and only if \( f(\cdot, y) \in C_0(X) \) and \( f(x, \cdot) \in C_0(Y) \) for each \( y \in Y \) and \( x \in X \).

(ii) Let \( X = \mathbb{N}, Z = \{0\} \), and let \( \phi_0 \) be the counting measure. Then

\[
C_0(\mathbb{N})_{\beta \otimes \gamma}C_0(Y) \cong \{ f \in C_b(\mathbb{N} \times Y) \mid (f(x, \cdot))_x \text{ is a sequence in } C_0(Y) \}
\]

that converges strongly to 0 \( \in L^2(Y, \psi_0) \)\}

because for each \( f \in L^\infty(\mathbb{N} \times Y) \), the map \( Y \to L^2(\mathbb{N}), y \mapsto f(\cdot, y) \), is strong-* continuous vanishing at infinity if and only if \( f(x, \cdot) \in C_0(Y) \) for all \( x \in \mathbb{N} \).

(iii) Let \( X = Y = [0, 1], Z = \{0\} \), and let \( \phi_0 = \psi_0 \) be the Lebesgue measure. For each subset \( I \subseteq [0, 1] \), denote by \( \chi_I \) its characteristic function. Then the function \( f \in L^\infty([0, 1] \times [0, 1]) \) given by \( f(x, y) = 1 \) if \( y \leq x \) and \( f(x, y) = 0 \) otherwise belongs
to $C([0,1])_{\beta^*}(C([0,1])_{\gamma^*})$ because the functions $[0,1] \to L^\infty([0,1]) \subseteq \mathcal{L}(L^2([0,1]))$
given by $x \mapsto f(x, \cdot) = \chi_{[0,x]}$ and $y \mapsto f(\cdot, y) = \chi_{[y,1]}$ are strong-$*$ continuous.
In particular, we see that $C([0,1])_{\beta^*}(C([0,1])_{\gamma^*}) \not\subseteq C([0,1] \times [0,1]) = C([0,1]) \otimes C([0,1]).$
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Abstract. We introduce C*-pseudo-multiplicative unitaries and concrete Hopf C*-bimodules for the study of quantum groupoids in the setting of C*-algebras. These unitaries and Hopf C*-bimodules generalize multiplicative unitaries and Hopf C*-algebras and are analogues of the pseudo-multiplicative unitaries and Hopf-von Neumann-bimodules studied by Enock, Lesieur and Vallin. To each C*-pseudo-multiplicative unitary, we associate two Fourier algebras with a duality pairing and in the regular case two Hopf C*-bimodules. The theory is illustrated by examples related to locally compact Hausdorff groupoids. In particular, we obtain a continuous Fourier algebra for a locally compact Hausdorff groupoid.
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Multiplicative unitaries, which were first systematically studied by Baaj and Skandalis [3], are fundamental to the theory of quantum groups in the setting of operator algebras and to generalizations of Pontrjagin duality [28]. First, one can associate to every locally compact quantum group a multiplicative unitary [13, 14, 17]. Out of this unitary, one can construct two Hopf $C^*$-algebras, where one coincides with the initial quantum group, while the other is the generalized Pontrjagin dual of the quantum group. The duality manifests itself by a pairing on dense Fourier subalgebras of the two Hopf $C^*$-algebras. These Hopf $C^*$-algebras can be completed to Hopf–von Neumann algebras and are reduced in the sense that they correspond to the regular representations of the quantum group and of its dual, respectively.

Much of the theory of quantum groups has been generalized for quantum groupoids in a variety of settings, for example, for finite quantum groupoids in the setting of finite-dimensional $C^*$-algebras by Böhm, Szlacháiny, Nikshych and others [5, 6, 7, 18] and for measurable quantum groupoids in the setting of von Neumann algebras by Enock, Lesieur and Vallin [9, 10, 11, 16]. Fundamental for the second theory are the Hopf–von Neumann bimodules and pseudo-multiplicative unitaries introduced by Vallin [32, 33]. In this article, we introduce generalizations of multiplicative unitaries and Hopf $C^*$-algebras that are suited for the study of locally compact quantum groupoids in the setting of $C^*$-algebras, and extend some of the results on multiplicative unitaries that were obtained by Baaj and Skandalis in [3]. In particular, we associate to every regular $C^*$-pseudo-multiplicative unitary two Hopf $C^*$-bimodules and two Fourier algebras with a duality pairing.

Our concepts are related to their von Neumann-algebraic counterparts as follows. In the theory of quantum groups, one can use the multiplicative unitary to pass between the setting of von Neumann algebras and the setting of $C^*$-algebras and thus obtains a bijective correspondence between measurable and locally compact quantum groups. This correspondence breaks down for quantum groupoids — already for ordinary spaces, considered as groupoids consisting entirely of units, a measure does not determine a topology. In particular, one cannot expect to pass from a measurable quantum groupoid in the setting of von Neumann algebras to a locally compact quantum groupoid in the setting of $C^*$-algebras in a canonical way. The reverse passage, however, is possible, at least on the level of the unitaries and the Hopf bimodules.

Fundamental to our approach is the framework of modules, relative tensor products and fiber products in the setting of $C^*$-algebras introduced in [25]. That article also explains in detail how the theory developed here can be reformulated in the setting of von Neumann algebras, where we recover Vallin’s notions of a pseudo-multiplicative unitary and a Hopf–von Neumann bimodule, and how to pass from the level of $C^*$-algebras to the setting of von Neumann algebras by means of various functors. The theory presented here overcomes several restrictions of our former generalizations of multiplicative unitaries and Hopf $C^*$-algebras [27]; see also [26]. It was applied already in [31] to the definition and study of compact $C^*$-quantum groupoids, and in [30] to the study of reduced crossed products for coactions of Hopf $C^*$-bimodules on $C^*$-algebras and to an extension of the Baaj-Skandalis duality theorem. In [29], we furthermore associate to every $C^*$-pseudo-multiplicative unitary a $C^*$-tensor category of (co)representations.
and two universal Hopf C*-bimodules that are related to the reduced Hopf C*-bimodules studied here similarly like the universal to the reduced C*-algebra of a group or groupoid. This work was supported by the SFB 478 “Geometrische Strukturen in der Mathematik”\(^1\) and initiated during a stay at the “Special Programme on Operator Algebras” at the Fields Institute in Toronto, Canada, in July 2007.

**Organization.** This article is organized as follows. We start with preliminaries, summarizing notation, terminology and some background on Hilbert C*-modules. In Section 2, we recall the notion of a multiplicative unitary and define C*-pseudo-multiplicative unitaries. This definition involves C*-modules over C*-bases and their relative tensor product, which were introduced in [25] and which we briefly recall. As an example, we construct the C*-pseudo-multiplicative unitary of a locally compact Hausdorff groupoid. We shall come back to this example frequently.

In Section 3, we associate to every well behaved C*-pseudo-multiplicative unitary two Hopf C*-bimodules. These Hopf C*-bimodules are generalized Hopf C*-algebras, where the target of the comultiplication is no longer a tensor product but a fiber product that is taken relative to an underlying C*-base. Inside these Hopf C*-bimodules, we identify dense convolution subalgebras which can be considered as generalized Fourier algebras, and construct a dual pairing on these subalgebras. To illustrate the theory, we apply all constructions to the unitary associated to a groupoid G, where one recovers the reduced groupoid C*-algebra of G on one side and the function algebra of G on the other side.

In Section 4, we show that every C*-pseudo-multiplicative unitary satisfying a certain regularity condition is well behaved. This condition is satisfied, for example, by the unitaries associated to groupoids and by the unitaries associated to compact quantum groupoids. Furthermore, we collect some results on proper and étale C*-pseudo-multiplicative unitaries.

**Terminology and notation.** Given a subset Y of a normed space X, we denote by \([Y] \subset X\) the closed linear span of Y. We call a linear map \(\phi\) between normed spaces *contractive* or a *linear contraction* if \(\|\phi\| \leq 1\).

All sesquilinear maps like inner products of Hilbert spaces are assumed to be conjugate-linear in the first component and linear in the second one. Let \(H, K\) be Hilbert spaces. We denote by \(X'\) the commutant of a subset \(X \subseteq \mathcal{L}(H)\). Given a C*-subalgebra \(A \subseteq \mathcal{L}(H)\) and a *-homomorphism \(\pi: A \to \mathcal{L}(K)\), we put

\[
\mathcal{L}^\pi(H, K) := \{ T \in \mathcal{L}(H, K) \mid Ta = \pi(a)T \text{ for all } a \in A \}.
\]

We shall use some theory of groupoids; for background, see [22] or [20]. Given a groupoid \(G\), we denote its unit space by \(G^0\), its range map by \(r\), its source map by \(s\), and let \(G_r \times_r G = \{(x, y) \in G \times G \mid r(x) = r(y)\}\), \(G_s \times_r G = \{(x, y) \in G \times G \mid s(x) = r(y)\}\) and \(G_u = r^{-1}(u), G_u = s^{-1}(u)\) for each \(u \in G^0\).

We shall make extensive use of (right) Hilbert C*-modules and the internal tensor product; a standard reference is [15]. Let \(A\) and \(B\) be C*-algebras. Given Hilbert C*-modules \(E\) and \(F\) over \(B\), we denote by \(\mathcal{L}_B(E, F)\) the space of all adjointable operators from \(E\) to \(F\). Let \(E\) and \(F\) be C*-modules over \(A\) and \(B\), respectively, and let \(\pi: A \to \mathcal{L}_B(F)\) be a *-homomorphism. Recall that the internal tensor product \(E \otimes_\pi F\) is the Hilbert C*-module over \(B\) which is the closed linear span of elements \(\eta \otimes_\pi \xi\), where \(\eta \in E\) and

---

\(^1\)funded by the Deutsche Forschungsgemeinschaft (DFG)
\[ \xi \in F \text{ are arbitrary and } \langle \eta \otimes_{\pi} \xi | \eta' \otimes_{\pi} \xi' \rangle = \langle \xi | \pi(\langle \eta | \eta' \rangle) \xi' \rangle \text{ and } (\eta \otimes_{\pi} \xi)b = \eta \otimes_{\pi} \xi b \]

for all \( \eta, \eta' \in E, \xi, \xi' \in F, b \in B \) [15, §4]. We denote the internal tensor product by “\( \otimes \)" and drop the index \( \pi \) if the representation is understood; thus, for example, \( E \otimes F = E \otimes_{\pi} F = E \otimes_{\pi} F \).

We also define a flipped internal tensor product \( F_{\pi} \otimes E \) as follows. We equip the algebraic tensor product \( F \otimes E \) with the structure maps \( \langle \xi \otimes \eta | \xi' \otimes \eta' \rangle := \langle \xi | \pi((\langle \eta | \eta' \rangle) \xi') \rangle, (\xi \otimes \eta)b := \xi b \otimes \eta \), form the separated completion, and obtain a Hilbert \( C^* \)-module \( F_{\pi} \otimes E \) over \( B \) which is the closed linear span of elements \( \xi_{\pi} \otimes \eta \), where \( \eta \in E \) and \( \xi \in F \) are arbitrary and \( \langle \xi_{\pi} \otimes \eta | \xi'_{\pi} \otimes \eta' \rangle = \langle \xi | \pi((\langle \eta | \eta' \rangle) \xi') \rangle \) and \( (\xi \otimes \eta)b = \xi b \otimes \eta \) for all \( \eta, \eta' \in E, \xi, \xi' \in F, b \in B \). As above, we drop the index \( \pi \) and simply write “\( \otimes \)" instead of “\( \pi \otimes \)" if the representation \( \pi \) is understood. Evidently, the usual and the flipped internal tensor product are related by a unitary map \( \Sigma: F \otimes E \overset{\cong}{\to} E \otimes F, \eta \otimes \xi \mapsto \xi \otimes \eta \).

For each \( \xi \in E \), the maps \( F \to E \otimes F \) and \( F \to F \otimes E \) given by \( \eta \mapsto \eta \otimes \xi \) and \( \eta \mapsto \eta \otimes \xi \), respectively, are adjointable, and the adjoints are given by \( \xi' \otimes \eta \mapsto \pi(\langle \xi | \xi' \rangle) \eta \) and \( \eta \otimes \xi' \mapsto \pi(\langle \xi' | \xi \rangle) \eta \), respectively.

Finally, let \( E_1, E_2 \) be Hilbert \( C^* \)-modules over \( A \), let \( F_1, F_2 \) be Hilbert \( C^* \)-modules over \( B \) with representations \( \pi_i: A \to \mathcal{L}_B(F_i) \) \( (i = 1, 2) \), and let \( S \in \mathcal{L}_A(E_1, E_2) \), \( T \in \mathcal{L}_B(F_1, F_2) \) such that \( T \pi_i(a) = \pi_i(a) T \) for all \( a \in A \). Then there exists a unique operator \( S \otimes T \in \mathcal{L}_B(E_1 \otimes F_1, E_2 \otimes F_2) \) such that \( (S \otimes T)(\eta \otimes \xi) = S \eta \otimes T \xi \) for all \( \eta \in E_1, \xi \in F_1, \) and \( (S \otimes T)^* = S^* \otimes T^* \) [8, Proposition 1.34].

2. \( C^* \)-PSEUDO-MULTIPlicative UNiTARIES

Recall that a multiplicative unitary on a Hilbert space \( H \) is a unitary \( V: H \otimes H \to H \otimes H \) that satisfies the pentagon equation \( V_{12}V_{13}V_{23} = V_{23}V_{12} \) (see [3]). Here, \( V_{12}, V_{13}, V_{23} \) are operators on \( H \otimes H \otimes H \) defined by \( V_{12} = V \otimes \text{id}, V_{23} = \text{id} \otimes V, V_{13} = (\Sigma \otimes \text{id})V_{23}(\Sigma \otimes \text{id}) = (\text{id} \otimes \Sigma)V_{12}(\text{id} \otimes \Sigma) \), where \( \Sigma \in \mathcal{L}(H \otimes H) \) denotes the flip \( \eta \otimes \xi \mapsto \xi \otimes \eta \). If \( G \) is a locally compact group with left Haar measure \( \lambda \), then the formula

\[
(Vf)(x, y) = f(x, x^{-1}y)
\]

defines a linear bijection of \( C_c(G \times G) \) which extends to a unitary on \( L^2(G \times G, \lambda \otimes \lambda) \cong L^2(G, \lambda) \otimes L^2(G, \lambda) \). This unitary is multiplicative, and the pentagon equation amounts to associativity of the multiplication in \( G \).

We shall generalize the notion of a multiplicative unitary so that it covers the example above if we replace the group \( G \) by a locally compact Hausdorff groupoid \( G \). In that case, formula (2) defines a linear bijection from \( C_c(G_s \times_r G) \) to \( C_c(G_r \times_s G) \). If \( G \) is finite, that bijection is a unitary from \( l^2(G_s \times_r G) \) to \( l^2(G_r \times_s G) \), and these two Hilbert spaces can be identified with tensor products of \( l^2(G) \) with \( l^2(G) \) relative to the algebra \( C(G^0) \). For a general groupoid, the algebraic tensor product of modules has to be replaced by a refined version. In the measurable setting, the appropriate substitute is the tensor product of Hilbert modules relative to a von Neumann algebra also known as Connes’ fusion, see [33]. To take the topology of \( G \) into account, we shall work in the setting of \( C^* \)-algebras and use the relative tensor product of \( C^* \)-modules over \( C^* \)-bases introduced in [25].
2.1. The relative tensor product of $C^*$-modules over $C^*$-bases. Fundamental to the definition of a $C^*$-pseudo-multiplicative unitary is the relative tensor product of $C^*$-modules over $C^*$-bases introduced in [25]. We briefly recall this construction; for further details, see [25]. An example will appear in subsection 2.3.

$C^*$-modules over $C^*$-bases. A $C^*$-base is a triple $(\mathfrak{A}, \mathfrak{B}, \mathfrak{B}^\dagger)$ consisting of a Hilbert space $\mathfrak{A}$ and two commuting nondegenerate $C^*$-algebras $\mathfrak{B}, \mathfrak{B}^\dagger \subseteq \mathcal{L}(\mathfrak{A})$. A $C^*$-base should be thought of as a $C^*$-algebraic counterpart to pairs consisting of a von Neumann algebra and its commutant. As an example, one can associate to every faithful KMS-state $\rho$ on a $C^*$-algebra $B$ the $C^*$-base $(H_\rho, B, B^{\text{op}})$, where $H_\rho$ is the GNS-space for $\rho$ and $B$ and $B^{\text{op}}$ act on $H_\rho$ via the GNS-representations [25, Example 2.9]. The opposite of a $C^*$-base $b = (\mathfrak{A}, \mathfrak{B}, \mathfrak{B}^\dagger)$ is the $C^*$-base $b^\dagger := (\mathfrak{A}, \mathfrak{B}^\dagger, \mathfrak{B})$.

Let $b = (\mathfrak{A}, \mathfrak{B}, \mathfrak{B}^\dagger)$ be a $C^*$-base. A $C^*$-$b$-module is a pair $H_\alpha = (H, \alpha)$, where $H$ is a Hilbert space and $\alpha \subseteq \mathcal{L}(\mathfrak{A}, H)$ is a closed subspace satisfying $[\alpha \mathfrak{A}] = \alpha H$, $[\alpha \mathfrak{B}] = \alpha$, and $[\alpha^\ast \alpha] = \mathfrak{B} \subseteq \mathcal{L}(\mathfrak{A})$. If $H_\alpha$ is a $C^*$-$b$-module, then $\alpha$ is a Hilbert $C^*$-module over $\mathfrak{B}$ with inner product $\langle \xi, \xi' \rangle \mapsto \xi^\ast \xi'$ and there exist isomorphisms

$$\alpha \otimes \mathfrak{A} \to H, \ \xi \otimes \zeta \mapsto \xi \zeta,$$

and a nondegenerate representation

$$\rho_\alpha : \mathfrak{B}^\dagger \to \mathcal{L}(H), \ \rho_\alpha(b^\dagger)(\xi \zeta) = \xi b^\dagger \zeta \text{ for all } b^\dagger \in \mathfrak{B}^\dagger, \xi \in \alpha, \zeta \in \mathfrak{A}.$$

A morphism between $C^*$-$b$-modules $H_\alpha$ and $K_\beta$ is an operator $T \in \mathcal{L}(H, K)$ satisfying $T \alpha \subseteq \beta$ and $T^\ast \beta \subseteq \alpha$. We denote the set of all morphisms by $\mathcal{L}(H_\alpha, K_\beta)$. If $T \in \mathcal{L}(H_\alpha, K_\beta)$, then $T \rho_\alpha(b^\dagger) = \rho_\beta(b^\dagger)T$ for all $b^\dagger \in \mathfrak{B}^\dagger$, and left multiplication by $T$ defines an operator in $\mathcal{L}_B(\alpha, \beta)$ which we again denote by $T$.

Let $b_1, \ldots, b_n$ be $C^*$-bases, where $b_i = (\mathfrak{A}_i, \mathfrak{B}_i, \mathfrak{B}_i^\dagger)$ for each $i$. A $C^*$-$(b_1, \ldots, b_n)$-module is a tuple $(H, \alpha_1, \ldots, \alpha_n)$, where $H$ is a Hilbert space and $(H, \alpha_i)$ is a $C^*$-$b_i$-module for each $i$ such that $[\rho_{\alpha_i}(\mathfrak{B}_i^\dagger)] \alpha_j = \alpha_j$ whenever $i \neq j$. In the case $n = 2$, we abbreviate $\alpha H_\beta := (H, \alpha, \beta)$. We note that if $(H, \alpha_1, \ldots, \alpha_n)$ is a $C^*$-$(b_1, \ldots, b_n)$-module, then $[\rho_{\alpha_i}(\mathfrak{B}_i^\dagger), \rho_{\alpha_j}(\mathfrak{B}_j^\dagger)] = 0$ whenever $i \neq j$. The set of morphisms between $C^*$-$(b_1, \ldots, b_n)$-modules $\mathcal{H} = (H, \alpha_1, \ldots, \alpha_n)$, $\mathcal{K} = (K, \gamma_1, \ldots, \gamma_n)$ is the set $\mathcal{L}(\mathcal{H}, \mathcal{K}) := \bigcap_{i=1}^n \mathcal{L}(\alpha_i, K_i, \gamma_i) \subseteq \mathcal{L}(H, K)$.

The relative tensor product. Let $b = (\mathfrak{A}, \mathfrak{B}, \mathfrak{B}^\dagger)$ be a $C^*$-base, $H_\beta$ a $C^*$-$b$-module, and $K_\gamma$ a $C^*$-$b^\dagger$-module. The relative tensor product of $H_\beta$ and $K_\gamma$ is the Hilbert space

$$H_\beta \hat{\otimes}_b K := \beta \hat{\otimes} \mathfrak{A} \otimes \gamma.$$

It is spanned by elements $\xi \otimes \zeta \otimes \eta$, where $\xi \in \beta, \zeta \in \mathfrak{A}, \eta \in \gamma$, and

$$\langle \xi \otimes \zeta \otimes \eta | \xi' \otimes \zeta' \otimes \eta' \rangle = \langle \zeta | \xi^* \xi'^* \eta' \zeta' \rangle = \langle \xi \| \eta^* \eta' \xi^* \zeta' \rangle$$

for all $\xi, \xi' \in \beta, \zeta, \zeta' \in \mathfrak{A}, \eta, \eta' \in \gamma$. The formula $\xi \otimes \zeta \otimes \eta \mapsto \eta \otimes \zeta \otimes \xi$ obviously defines a unitary flip $\Sigma : H_\beta \hat{\otimes}_b K \to K_\gamma \hat{\otimes}_b H$. Using the unitaries in (3) on $H_\beta$ and $K_\gamma$, respectively, we shall make the following identifications without further notice:

$$H_{\rho_\beta \gamma} \cong H_\beta \hat{\otimes}_b K \cong \beta \hat{\otimes}_{\rho_\gamma} K, \quad \xi \zeta \otimes \eta \equiv \xi \otimes \zeta \otimes \eta \equiv \xi \otimes \eta \zeta.$$
For all $S \in \rho_\beta(\mathfrak{B})'$ and $T \in \rho_\gamma(\mathfrak{B})'$, we have operators

$$S \otimes \text{id} \in \mathcal{L}(H_{\rho_\beta \otimes \gamma}) = \mathcal{L}(H_{\beta \otimes c} K), \quad \text{id} \otimes T \in \mathcal{L}(\beta \otimes \rho_\gamma K) = \mathcal{L}(H_{\beta \otimes \gamma} K).$$

If $S \in \mathcal{L}(H_\beta)$ or $T \in \mathcal{L}(K_\gamma)$, then $(S \otimes \text{id})(\xi \otimes \eta) = S \xi \otimes \eta \zeta$ or $(\text{id} \otimes T)(\xi \otimes \eta) = \xi \otimes T \eta$, respectively, for all $\xi \in \beta$, $\zeta \in \mathfrak{R}$, $\eta \in \gamma$, so that we can define

$$S \otimes T := (S \otimes \text{id})(\text{id} \otimes T)(S \otimes \text{id}) \in \mathcal{L}(H_{\beta \otimes \gamma} K)$$

for all $(S, T)$ in $\mathcal{L}(H_\beta) \times \rho_\gamma(\mathfrak{B})'$ or $\rho_\beta(\mathfrak{B})' \times \mathcal{L}(K_\gamma)$.

For each $\xi \in \beta$ and $\eta \in \gamma$, there exist bounded linear operators

$$|\xi|_1 : K \to H_{\beta \otimes \gamma} K, \quad \omega \mapsto \xi \otimes \omega, \quad |\eta|_2 : H \to H_{\beta \otimes \gamma} K, \quad \omega \mapsto \omega \otimes \eta,$$

whose adjoints $|\xi|_1^\dagger := |\xi|^\dagger_1$ and $|\eta|_2^\dagger := |\eta|^\dagger_2$ are given by $\xi^\dagger \otimes \omega \mapsto \rho_\gamma(\xi^\dagger \xi') \omega$ and $\omega \otimes \eta \mapsto \rho_\beta(\eta' \eta) \omega$, respectively. We put $|\beta|_1 := \{|\xi|_1 | \xi \in \beta\} \subseteq \mathcal{L}(K, H_{\beta \otimes \gamma} K)$ and similarly define $|\beta|_2 = |\beta|_2^\dagger$.

Let $\mathcal{H} = (H, a_1, \ldots, a_m, \beta)$ be a $C^\ast$-(a, $a_m$, $b$)-module and $\mathcal{K} = (K, \gamma, \delta_1, \ldots, \delta_n)$ a $C^\ast$-(b, $c_1$, $\ldots$, $c_n$)-module, where $a_i = (\delta_i, \mathfrak{A}_i, \mathfrak{A}_i^\dagger)$ and $c_j = (\mathfrak{E}_j, \mathfrak{C}_j, \mathfrak{C}_j^\dagger)$ for all $i, j$. We put

$$\alpha_i \triangleleft \gamma := [|\gamma|_2 \alpha_i] \subseteq \mathcal{L}(\delta_i, H_{\beta \otimes \gamma} K), \quad \beta \triangleright \delta_j := [|\beta|_1 \delta_j] \subseteq \mathcal{L}(\mathfrak{E}_j, H_{\beta \otimes \gamma} K)$$

for all $i, j$. Then $(H_{\beta \otimes \gamma} K, a_1 \triangleleft \gamma, \ldots, a_m \triangleleft \gamma, \beta \triangleright \delta_1, \ldots, \beta \triangleright \delta_n)$ is a $C^\ast$-(a, $a_m$, $c_1$, $\ldots$, $c_n$)-module, called the relative tensor product of $\mathcal{H}$ and $\mathcal{K}$ and denoted by $\mathcal{H} \otimes_{\beta, \gamma} \mathcal{K}$.

For all $i, j$ and $a_i^\dagger \in \mathfrak{A}_i^\dagger$, $c_j^\dagger \in \mathfrak{C}_j^\dagger$,

$$\rho_{(\alpha_i, \gamma)}(a_i^\dagger) = \rho_{\alpha_i}(a_i^\dagger) \otimes \text{id}, \quad \rho_{(\beta, \delta_j)}(c_j^\dagger) = \text{id} \otimes \rho_{\delta_j}(c_j^\dagger).$$

The relative tensor product is functorial, unital and associative in the following sense. Let $\mathcal{H} = (H, a_1, \ldots, a_m, \beta)$ be a $C^\ast$-(a, $a_m$, $b$)-module, $\mathcal{K} = (K, \gamma, \delta_1, \ldots, \delta_n)$ a $C^\ast$-(b, $c_1$, $\ldots$, $c_n$)-module, and $S \in \mathcal{L}(H, \mathcal{H}, T \in \mathcal{L}(K, \mathcal{K})$. Then there exists a unique operator $S \otimes T \in \mathcal{L}(\mathcal{H} \otimes \mathcal{K}, \mathcal{H} \otimes \mathcal{K})$ satisfying $(S \otimes T)(\xi \otimes \zeta \otimes \eta) = S \xi \otimes \zeta \otimes T \eta$ for all $\xi \in \beta$, $\zeta \in \mathfrak{R}$, $\eta \in \gamma$. Next, the triple $\mathcal{U} := (\mathfrak{R}, \mathfrak{B}^\dagger, \mathfrak{B})$ is a $C^\ast$-(b, $b$)-module and the maps

$$(4) \quad l_H : H_{\beta \otimes \gamma} \otimes_{\beta} \mathfrak{R} \to H, \quad \xi \otimes \zeta \otimes b^\dagger \mapsto \xi b^\dagger \zeta, \quad r_K : \mathfrak{R}_{\beta} \otimes \gamma K \to K, \quad b \otimes \zeta \otimes \eta \mapsto b \zeta \eta,$$

are isomorphisms of $C^\ast$-(a, $a_m$, $b$)-modules and $C^\ast$-(b, $c_1$, $\ldots$, $c_n$)-modules $\mathcal{H} \otimes \mathcal{U} \to \mathcal{H}$ and $\mathcal{U} \otimes \mathcal{K} \to \mathcal{K}$, respectively, natural in $\mathcal{H}$ and $\mathcal{K}$. Finally, let $\delta, \epsilon_1, \ldots, \epsilon_l$ be $C^\ast$-bases, $\mathcal{K} = (K, \gamma, \delta_1, \ldots, \delta_n, \delta)$ a $C^\ast$-(b, $c_1$, $\ldots$, $c_n$, $\delta$)-module and $\mathcal{L} = (L, \phi, \psi_1, \ldots, \psi_l)$ a $C^\ast$-(b, $\epsilon_1$, $\ldots$, $\epsilon_l$)-module. Then there exists a canonical isomorphism

$$a_{\mathcal{H}, \mathcal{K}, \mathcal{L} : (H_{\beta \otimes \gamma} K)_{\beta} \otimes \phi \otimes \phi L \to \beta \otimes \rho_{\beta} K_{\rho_{\delta}} \phi \to H_{\beta \otimes \gamma} \otimes \phi (K_{\epsilon} \otimes \phi L)$$
which is an isomorphism of $C^\ast$-$(a_1, \ldots, a_m, c_1, \ldots, c_n, e_1, \ldots, e_l)$-modules $(\mathcal{H}_b \otimes \mathcal{K}) \otimes \mathcal{L} \to \mathcal{H}_b \otimes (\mathcal{K} \otimes \mathcal{L})$. We identify the Hilbert spaces above and denote them by $H_\beta \otimes K_\alpha \otimes L_\phi$.

### 2.2. The definition of $C^\ast$-pseudo-multiplicative unitaries.

Let $b = (\mathcal{B}, \mathcal{K}, \mathcal{L})$ be a $C^\ast$-base, $(H, \hat{\beta}, \alpha, \beta)$ a $C^\ast$-$(b_1, b_1^\dagger)$-module, and $V : H_\beta \otimes_\alpha H \to H_\alpha \otimes_\beta H$ a unitary satisfying

\[
V(\alpha < \alpha) = \alpha > \alpha, \quad V(\hat{\beta} > \beta) = \hat{\beta} < \beta, \quad V(\beta < \alpha) = \beta < \beta
\]

in $\mathcal{L}(\mathcal{B}, H_\alpha \otimes_\beta H)$. Then all operators in the following diagram are well defined,

\[
\begin{array}{ccc}
H_\beta \otimes_\alpha H & \xrightarrow{V_{12}} & H_\alpha \otimes_\beta H \\
\downarrow V_{23} & & \downarrow V_{12} \\
H_\beta \otimes_\alpha H & \xrightarrow{\Sigma_{23}} & (H_\beta \otimes_\alpha H)(\alpha \otimes_\beta H)
\end{array}
\]

where we adopted the leg notation [3] and wrote

\[
V_{12} \text{ for } V \otimes \text{id, } V \otimes \text{id; } V_{23} \text{ for } \text{id} \otimes V, \quad \Sigma_{23} \text{ for } \text{id} \otimes \Sigma,
\]

and where $\Sigma_{23}$ denotes the isomorphism

\[
(H_\alpha \otimes_\beta H)(\beta \otimes_\alpha H) \cong (H_\rho_\beta \otimes_\alpha H) \otimes_\beta \alpha \cong (H_\rho_{\beta \otimes_\alpha H}) \otimes_\beta \alpha
\]

given by $(\xi \otimes \eta) \otimes \eta \mapsto (\xi \otimes \eta) \otimes \xi$. We furthermore write $V_{13}$ for $\Sigma_{23}(V \otimes \text{id}) \Sigma_{23}$.

**Definition 2.1.** A $C^\ast$-pseudo-multiplicative unitary is a tuple $(b, H, \hat{\beta}, \alpha, \beta, V)$ consisting of a $C^\ast$-base $b$, a $C^\ast$-$(b_1^\dagger, b_1^\dagger)$-module $(H, \hat{\beta}, \alpha, \beta)$, and a unitary $V : H_\beta \otimes_\alpha H \to H_\alpha \otimes_\beta H$ such that equation (5) holds and diagram (6) commutes. We frequently call just $V$ a $C^\ast$-pseudo-multiplicative unitary.

**Remarks and Examples 2.2.**

i) If $b$ is the trivial $C^\ast$-base $(\mathbb{C}, \mathbb{C}, \mathbb{C})$, then $H_\beta \otimes_\alpha H \cong H \otimes H \cong H_\alpha \otimes_\beta H$, and $V$ is a multiplicative unitary.

ii) If we consider $\rho_\beta$ and $\rho_\beta$ as representations $\rho_\beta, \rho_\beta : \mathcal{B} \to \mathcal{L}(H_\alpha) \cong \mathcal{L}_b(\alpha)$, then the map $\alpha \otimes_\rho \alpha \cong \alpha \otimes_\rho \alpha \rightarrow \alpha > \alpha \cong \alpha \otimes_\rho \alpha$ given by $\omega \mapsto V \omega$ is a pseudo-multiplicative unitary on $C^\ast$-modules in the sense of [27].

iii) Assume that $b = b_1^\dagger$, then $\mathcal{B} = \mathcal{B}_1^\dagger$ is commutative. If $\hat{\beta} = \alpha$, then the pseudo-multiplicative unitary in ii) is a pseudo-multiplicative unitary in the sense of O'uchi [19]. If additionally $\hat{\beta} = \alpha = \beta$, then the unitary in ii) is a continuous field of multiplicative unitaries in the sense of Blanchard [4].
iv) Assume that \( b \) is the \( C^* \)-base associated to a faithful proper KMS-weight \( \mu \) on a \( C^* \)-algebra \( B \) (see [25, Example 2.9]). Then \( \mu \) extends to a n.s.f. weight \( \tilde{\mu} \) on \([\mathfrak{B}]\), and with respect to the canonical isomorphisms \( H_{\tilde{\beta}_b \otimes_\alpha H} \cong H_{\rho_\beta \otimes_\alpha \rho_\alpha H} \) and \( H_{\tilde{\beta}_b \otimes_\alpha H} \cong H_{\rho_\beta \otimes_\alpha \rho_\alpha H} \) (see [25, Corollary 2.21]), \( V \) is a pseudo-multiplicative unitary on Hilbert spaces in the sense of Vallin [33].

v) In [31], a \( C^* \)-pseudo-multiplicative unitary is associated to every compact \( C^* \)-quantum groupoid.

vi) The opposite of a \( C^* \)-pseudo-multiplicative unitary \((b, H, \tilde{\beta}, \alpha, \beta, V)\) is the tuple \((b, H, \beta, \alpha, \tilde{\beta}, V^\text{op})\), where \( V^\text{op} \) denotes the composition \( \Sigma V^* \Sigma : H_{\beta \otimes_\alpha H} \xrightarrow{\Sigma} H_{\tilde{\beta}_b \otimes_\alpha H} \xrightarrow{V^*} H_{\tilde{\beta}_b \otimes_\alpha H}. \) A tedious but straightforward calculation shows that this is a \( C^* \)-pseudo-multiplicative unitary.

2.3. The \( C^* \)-pseudo-multiplicative unitary of a groupoid. Let \( G \) be a locally compact, Hausdorff, second countable groupoid with left Haar system \( \lambda \) and associated right Haar system \( \lambda^{-1} \), and let \( \mu \) be a measure on \( G^0 \) with full support. We associate to this data a \( C^* \)-pseudo-multiplicative unitary such that the underlying pseudo-multiplicative unitary and the associated unitary on \( C^* \)-modules are the ones introduced by Vallin [33] and O’uchi [19, 27], respectively. We focus on the aspects that are new in the present setting.

Define measures \( \nu, \nu^{-1} \) on \( G \) by

\[
\int_G f \, d\nu := \int_{G^0} \int_{G^u} f(x) \, d\lambda^u(x) \, d\mu(u), \quad \int_G f \, d\nu^{-1} = \int_{G^0} \int_{G^u} f(x) \, d\lambda_u^{-1}(x) \, d\mu(u)
\]

for all \( f \in C_c(G) \). Thus, \( \nu^{-1} = i_* \nu \), where \( i: G \to G \) is given by \( x \mapsto x^{-1} \). We assume that \( \mu \) is quasi-invariant in the sense that \( \nu \) and \( \nu^{-1} \) are equivalent, and denote by \( D := d\nu / d\nu^{-1} \) the Radon-Nikodym derivative.

We identify functions in \( C_b(G^0) \) and \( C_b(G) \) with multiplication operators on the Hilbert spaces \( L^2(G^0, \mu) \) and \( L^2(G, \nu) \), respectively, and let

\[
\mathfrak{R} := L^2(G^0, \mu), \quad \mathfrak{B} := C_0(G^0) \subseteq L(\mathfrak{R}), \quad \mathfrak{b} := (\mathfrak{R}, \mathfrak{B}, \mathfrak{B}^1), \quad H := L^2(G, \nu).
\]

Pulling functions on \( G^0 \) back to \( G \) along \( r \) or \( s \), we obtain representations

\[
r^* : C_0(G^0) \to C_0(G) \hookrightarrow L(H), \quad s^* : C_0(G^0) \to C_0(G) \hookrightarrow L(H).
\]

We define Hilbert \( C^* \)-modules \( L^2(G, \lambda) \) and \( L^2(G, \lambda^{-1}) \) over \( C_0(G^0) \) as the respective completions of the pre-\( C^* \)-module \( C_c(G) \), the structure maps being given by

\[
\langle \xi', \xi \rangle(u) = \int_{G^u} \overline{\xi'(x)} \xi(x) \, d\lambda^u(x), \quad \xi f = r^*(f) \xi \quad \text{in the case of } L^2(G, \lambda),
\]

\[
\langle \xi', \xi \rangle(u) = \int_{G^u} \overline{\xi'(x)} \xi(x) \, d\lambda_u^{-1}(x), \quad \xi f = s^*(f) \xi \quad \text{in the case of } L^2(G, \lambda^{-1})
\]

respectively, for all \( \xi, \xi' \in C_c(G), \, u \in G^0, \, f \in C_0(G^0) \).
Lemma 2.3. There exist embeddings $j : L^2(G, \lambda) \to \mathcal{L}(\mathfrak{K}, H)$ and $\hat{j} : L^2(G, \lambda^{-1}) \to \mathcal{L}(\mathfrak{K}, H)$ such that for all $\xi \in C_c(G)$, $\zeta \in C_c(G^0)$

$$(j(\xi)\zeta)(x) = \xi(x)\zeta(r(x)), \quad (\hat{j}(\xi)\zeta)(x) = \xi(x)D^{-1/2}(x)\zeta(s(x)).$$

Proof. Let $E := L^2(G, \lambda)$, $\hat{E} := L^2(G, \lambda^{-1})$, and $\xi, \xi' \in C_c(G)$, $\zeta, \zeta' \in C_c(G^0)$. Then

$$\langle j(\xi')\xi \rangle \langle \hat{j}(\xi')\zeta \rangle(x,y) = \xi(x)\xi'(y)D^{-1/2}(y)\zeta(s(y)).$$

Let $\alpha := \beta := j(L^2(G, \lambda))$ and $\hat{\beta} := \hat{j}(L^2(G, \lambda^{-1}))$. Easy calculations show:

Lemma 2.4. $(H, \hat{\beta}, \alpha, \beta)$ is a $C^*$-(b$^1$, b$^1$)-module, $\rho_\alpha = \rho_\beta = r^*$ and $\rho_{\hat{\beta}} = s^*$, and $j$ and $\hat{j}$ are unitary maps of Hilbert $C^*$-modules over $C_0(G^0) \cong \mathcal{B}$.

We define measures $\nu^2_{s,r}$ on $G_s \times_r G$ and $\nu^2_{r,s}$ on $G_r \times_s G$ by

$$\int_{G_s \times_r G} f \, d\nu^2_{s,r}(x,y) := \int_{G_s} \int_{G_r} \int_{G(x)} f(x,y) \, d\lambda^s(x) \, d\lambda^r(y) \, d\mu(u),$$

$$\int_{G_r \times_s G} g \, d\nu^2_{r,s}(x,y) := \int_{G_r} \int_{G_s} \int_{G(x)} g(x,y) \, d\lambda^r(x) \, d\lambda^s(y) \, d\mu(u)$$

for all $f \in C_c(G_s \times_r G)$, $g \in C_c(G_r \times_s G)$. Routine calculations show that there exist isomorphisms $\Phi_{\beta,\alpha} : H_{\beta \otimes \alpha} \to L^2(G_s \times_r G, \nu^2_{s,r})$ and $\Phi_{\alpha,\beta} : H_{\alpha \otimes \beta} \to L^2(G_r \times_s G, \nu^2_{r,s})$ such that for all $\eta, \xi \in C_c(G)$ and $\zeta, \zeta' \in C_c(G^0)$,

$$\Phi_{\beta,\alpha}(j(\eta) \otimes \zeta \otimes j(\xi))(x,y) = \eta(x)D^{-1/2}(x)\zeta(s(x))\xi(y),$$

$$\Phi_{\alpha,\beta}(j(\eta) \otimes \zeta \otimes j(\xi))(x,y) = \eta(x)\zeta(r(x))\xi(y).$$

We shall use these isomorphisms to identify the spaces above without further notice.

Theorem 2.5. There exists a $C^*$-pseudo-multiplicative unitary $(b, H, \hat{\beta}, \alpha, \beta, V)$ such that $(V\omega)(x,y) = \omega(x, x^{-1}y)$ for all $\omega \in C_c(G_s \times_r G)$ and $(x, y) \in G_r \times_s G$.

Proof. Straightforward calculations show that $(H, \hat{\beta}, \alpha, \beta)$ is a $C^*$-(b$^1$, b$^1$)-module. Using left-invariance of $\lambda$, one finds that the bijection $V_0 : C_c(G_s \times_r G) \to C_c(G_r \times_s G)$ given by $(V_0\omega)(x,y) = \omega(x, x^{-1}y)$ for all $\omega \in C_c(G_s \times_r G)$ and $(x, y) \in G_r \times_s G$ extends to a unitary $V : H_{\beta \otimes \alpha} \cong L^2(G_s \times_r G) \to L^2(G_r \times_s G) \cong H_{\alpha \otimes \beta}$. We claim that

$$V(\hat{\beta} \otimes \hat{\beta}) = \alpha \otimes \beta.$$
Using standard approximation arguments and the fact that $D(x)D(x^{-1}y) = D(y)$ for $\nu^2_{r,r}$-almost all $(x, y) \in G_r \times_r G$ (see [12] or [20, p. 89]), we find that $V(\hat{\beta} \triangleright \hat{\beta}) = [T(C_c(G_r \times_r G))] = \alpha \triangleright \hat{\beta}$, where for each $\omega \in C_c(G_r \times_r G)$,

$$(T(\omega)\varsigma)(x, y) = \omega(x, y)D^{-1/2}(y)\varsigma(s(y))$$

for all $\varsigma \in C_c(G^0)$, $(x, y) \in G_r \times_r G$.

Similar calculations show that the remaining relations in (5) hold. Tidious but straightforward calculations show that diagram (6) commutes; see also [33]. Therefore, $V$ is a $C^*$-pseudo-multiplicative unitary. $\square$

### 3. The legs of a $C^*$-pseudo multiplicative unitary

To every regular multiplicative unitary $V$ on a Hilbert space $H$, Baaj and Skandalis associate two Hopf $C^*$-algebras $(\hat{A}_V, \hat{\Delta}_V)$ and $(A_V, \Delta_V)$ as follows [3]. The $C^*$-algebras $\hat{A}_V$ and $A_V$ are the norm closures of the subspaces $\hat{A}_V^0$ and $A_V^0$ of $\mathcal{L}(H)$ given by

$$(7) \quad \hat{A}_V^0 := \{(\text{id} \otimes \omega)(V) \mid \omega \in \mathcal{L}(H)_s\}, \quad A_V^0 := \{(v \otimes \text{id})(V) \mid v \in \mathcal{L}(H)_s\},$$

and the $*$-homomorphisms $\hat{\Delta}_V: \hat{A}_V \to M(\hat{A}_V \otimes \hat{A}_V) \subseteq \mathcal{L}(H \otimes H)$ and $\Delta_V: A_V \to M(A_V \otimes A_V) \subseteq \mathcal{L}(H \otimes H)$ are given by

$$(8) \quad \hat{\Delta}_V: \hat{a} \mapsto V^*(1 \otimes \hat{a})V, \quad \Delta_V: a \mapsto V(a \otimes 1)V^*,$$

respectively. Applied to the multiplicative unitary of a locally compact group $G$, this construction yields the $C^*$-algebras $C_0(G)$ and $C^*_r(G)$, and $\hat{\Delta}: C_0(G) \to M(C_0(G) \otimes C_0(G)) \cong C_0(G \times G)$ and $\Delta: C^*_r(G) \to M(C^*_r(G) \otimes C^*_r(G))$ are given by

$$(9) \quad \hat{\Delta}(f)(x, y) = f(xy) \text{ for all } f \in C_0(G), \quad \Delta(U_x) = U_x \otimes U_x \text{ for all } x \in G,$$

where $U: G \to M(C^*_r(G))$, $x \mapsto U_x$, is the canonical embedding.

To adapt these constructions to $C^*$-pseudo-multiplicative unitaries, we have to generalize the notion of a Hopf $C^*$-algebra and identify the targets of the comultiplications $\hat{\Delta}_V$ and $\Delta_V$. For the $C^*$-pseudo-multiplicative unitary of a groupoid $G$, we expect to obtain the $C^*$-algebras $A_V = C_0(G)$ and $A_V = C^*_r(G)$ with $*$-homomorphisms $\hat{\Delta}$ and $\Delta$ given by the same formulas as in (9). Then the target of $\hat{\Delta}$ would be $M(C_0(G_s \times_r G))$, and $C_0(G_s \times_r G)$ can be identified with the relative tensor product $C_0(G)^{\ast} \otimes_{C_0(G^0)^{\ast}} C_0(G^0)$ of $C_0(G^0)$-algebras [4]. But the target of $\Delta$ can not be described in a similar way, and in general, we need to replace the balanced tensor product by a fiber product relative to some base. In the setting of von Neumann algebras, the targets of the comultiplications can be described using Sauvageot’s fiber product [24, 32]. The appropriate construction in the setting of $C^*$-algebras is given below.

#### 3.1. The fiber product and Hopf $C^*$-bimodules

Fundamental to the notion of a Hopf $C^*$-bimodule is the fiber product of $C^*$-algebras over $C^*$-bases introduced in [25]. We briefly recall this construction and subsequently introduce Hopf $C^*$-bimodules; for additional motivation and details, see [25]. Two examples can be found in subsection 3.4.
Let $b_1, \ldots, b_n$ be $C^*$-bases, where $b_i = (K_i, B_i, B_i^\dagger)$ for each $i$. A \textit{(nondegenerate)} $C^*$\textbf{-bases (b1, \ldots, bn)-algebra consists of a $C^*$\textbf{-module (H, a1, \ldots, an) and a (nondegenerate) $C^*$-algebra $A \subseteq \mathcal{L}(H)$ such that $\rho_n(\mathcal{B}_i^\dagger)A$ is contained in $A$ for each $i$. We are interested in the cases $n=1,2$ and abbreviate $A_H^\alpha := (H, a, A)$, $A_H^\alpha, \beta := (a, H_\beta, A)$.

Let $A = (H, A)$ and $C = (K, C)$ be $C^*$\textbf{-modules, where $H = (H, a_1, \ldots, a_n)$ and $K = (K, \gamma_1, \ldots, \gamma_n)$. A \textit{morphism} from $A$ to $C$ is a $*$-homomorphism $\pi: A \to C$ satisfying $[\mathcal{L}^n(H, K)]a_i = \gamma_i$ for each $i$, where $\mathcal{L}^n(H, K) = \mathcal{L}^n(H, K) \cap \mathcal{L}(H, K)$.

One easily verifies that every morphism $\pi$ between $C^*$\textbf{-algebras $A_H^\alpha$ and $C_K$ satisfies $\pi(\rho_n(b^\dagger)) = \rho_n(b^\dagger)$ for all $b^\dagger \in \mathcal{B}$.

Let $b$ be a $C^*$-base, $A_H^\alpha$ a $C^*$\textbf{-b-algebra, and $B_K^\beta$ a $C^*$\textbf{-b\textsuperscript{2}}-algebra. The fiber product of $A_H^\alpha$ and $B_K^\beta$ is the $C^*$-algebra

$$A_H^\alpha \times_{b, \beta} B := \left\{ x \in \mathcal{L}(H_b \otimes_{b} K) \mid x[\beta]_{b} \times^*[\beta]_{b} \subseteq [\beta]_{b} B \right\}$$

as subsets of $\mathcal{L}(K, H_b \otimes_{b} \gamma K)$,

$$x[\gamma]_{b} \times^*[\gamma]_{b} \subseteq [\gamma]_{b} A$$

as subsets of $\mathcal{L}(H, H_b \otimes_{b} K)$.]

If $A$ and $B$ are unital, so is $A_H^\alpha \times_{b, \beta} B$, but otherwise, $A_H^\alpha \times_{b, \beta} B$ may be degenerate. Clearly, conjugation by the flip $\Sigma: H_b \otimes_{b} K \to K \otimes_{b} H$ yields an isomorphism $A \Sigma: A_H^\alpha \times_{b, \beta} B \to B_{\gamma} \times_{b, \beta} A$. If $a, c$ are $C^*$-bases, $A_H^\alpha$ is a $C^*$\textbf{-b-algebra and $B_K^\beta$ a $C^*$\textbf{-b\textsuperscript{2}}-algebra, then

$$A_H^\alpha \times_{b, \beta} B_K^\beta \in \mathcal{B}(H_b \otimes_{b} K)$$

is a $C^*$\textbf{(a, c)-algebra, called the fiber product of $A_H^\alpha$ and $B_K^\beta$.}

Let $a, b, c$ be $C^*$-bases, $\phi$ a morphism of $C^*$\textbf{-b-algebras $A = A_H^\alpha$ and $C = C_K^\gamma$, and $\psi$ a morphism of $C^*$\textbf{-b\textsuperscript{2}}-algebras $B = B_K^\beta$ and $D = D_M^\nu$. Then there exists a unique morphism of $C^*$\textbf{-b-algebras $\phi \times \psi: A \times_{b} B \to C \times_{b} D$ such that

$$(\phi \times \psi)(x)R = Rx \quad \text{for all } x \in A_H^\alpha \times_{b, \gamma} B \text{ and } R \in I_M J_H + J_L I_K,$$

where $I_X = \mathcal{L}^0(H, L) \otimes_{b} \text{id}_X$, $J_Y = \text{id}_Y \otimes_{b} \mathcal{L}^0(K, M)$ for $X \in \{K, M\}$, $Y \in \{H, L\}$.

The fiber product need not be associative, but whenever it appears as the target of a comultiplication, coassociativity will compensate the non-associativity.

\begin{definition}
A \textit{comultiplication} on a $C^*$\textbf{-b-algebra $A_H^\beta$ is a morphism $\Delta$ from $A_H^\beta$ to $A_H^\beta \times_{b, \alpha} A_H^\beta$ that is coassociative in the sense that $(\Delta \times \text{id}) \circ \Delta = (\text{id} \times \Delta) \circ \Delta$ as maps from $A$ to $\mathcal{L}(H_b \otimes_{b} H_b \otimes_{b} H)$. A Hopf $C^*$\textbf{-bimodule over $b$ is a $C^*$\textbf{-b-module with a comultiplication. A morphism of Hopf $C^*$\textbf{-bimodules $(A_H^\beta, \Delta_A), (B_K^\gamma, \Delta_B)$ over $b$ is a morphism $\pi$ from $A_H^\beta \times_{b, \gamma} B_K^\gamma$ satisfying $\Delta_B \circ \pi = (\pi \times \pi) \circ \Delta_A$.

3.2. The Hopf $C^*$\textbf{-bimodules of a $C^*$-pseudo-multiplicative unitary. Let $b = (H, \beta, \alpha, \beta)$ be a $C^*$-base, $(H, \beta, \alpha, \beta)$ a $C^*$\textbf{-b\textsuperscript{2}}-module and $V: H_b \otimes_{b} H \to H_b \otimes_{b} H$.}$
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a $C^*$-pseudo-multiplicative unitary. We associate to $V$ two algebras and, if $V$ is well behaved, two Hopf $C^*$-bimodules as follows. Let

$$\hat{A}_V := [\langle \beta | 2 \rangle V | \alpha \rangle_2] \subseteq \mathcal{L}(H), \quad A_V := [\langle \alpha | 1 \rangle V | \beta \rangle_1] \subseteq \mathcal{L}(H),$$

where $|\alpha\rangle_2, |\beta\rangle_1 \subseteq \mathcal{L}(H, H_{\hat{\beta} \otimes a}H)$ and $\langle \beta |_2, \langle \alpha |_1 \subseteq \mathcal{L}(H_{\alpha \otimes \beta}H, H)$ are defined as in Subsection 2.1.

**Proposition 3.2.**

i) $\hat{A}_{V^\op} = A_V^\op$, $[\hat{A}_V \hat{A}_V] = \hat{A}_V$, $[\hat{A}_V H] = H = [\hat{A}_V^\op H]$, $[\hat{A}_V \beta] = \beta = [\hat{A}_V^\op \beta]$, and $[\hat{A}_V \rho_{\hat{\beta}}(\mathcal{B})] = [\rho_{\hat{\beta}}(\mathcal{B}) \hat{A}_V] = \hat{A}_V = [\hat{A}_V \rho_{\alpha}(\mathcal{B}^\op)] = [\rho_{\alpha}(\mathcal{B}^\op) \hat{A}_V].$

ii) $A_{V^\op} = \hat{A}_V^\op$, $[A_V A_V] = A_V$, $[A_V H] = H = [A_V^\op H]$, $[A_V \beta] = \beta = [A_V^\op \beta]$, and $[A_V \rho_{\beta}(\mathcal{B})] = [\rho_{\beta}(\mathcal{B}) A_V] = A_V = [A_V \rho_{\alpha}(\mathcal{B}^\op)] = [\rho_{\alpha}(\mathcal{B}^\op) A_V].$

We shall prove some of the equations above using commutative diagrams, where the vertices are labelled by Hilbert spaces, the arrows are labelled by single operators or closed spaces of operators, and the composition is given by the closed linear span of all possible compositions of operators.

**Proof.** i) First, $\hat{A}_{V^\op} = [\langle \beta |_2 \Sigma V^* \Sigma | \alpha \rangle_2] = [\langle \beta |_1 V^* | \alpha \rangle_1] = A_V^\op.$

Next, $[\hat{A}_V \hat{A}_V] = [\langle \beta |_2 \langle \alpha |_3 V_{12} | \alpha \rangle_3 | \alpha \rangle_2] \because$ the diagram below commutes:

![Diagram](image-url)

Indeed, cell (C) commutes because for all $\xi \in \alpha, \eta, \eta' \in \beta, \zeta \in H$,

$$\langle \xi |_2 \eta_2 | \zeta \otimes \eta \rangle = \rho_{\alpha}(\eta' \eta) \zeta \otimes \xi = \rho_{\alpha}(\alpha \alpha')(\eta' \eta) (\zeta \otimes \xi) = \langle \eta_2 |_3 \xi_2 | \zeta \otimes \eta \rangle.$$

Cell (P) is diagram (6), and the other cells commute by definition of $\hat{A}_V$ and because of (5). Now, $[\langle \beta |_2 \langle \alpha |_3 V_{12} | \alpha \rangle_3 | \alpha \rangle_2] = \hat{A}_V$ because the following diagram commutes:

![Diagram](image-url)
Finally, we prove some of the remaining equations; the other ones follow similarly:

\[ [\hat{A}_V \beta] = [(\beta_2|2V|\alpha_2)\beta] = [\rho_\beta(\mathfrak{A})\beta] = \beta, \]
\[ [\hat{A}_V \rho_\beta(\mathfrak{A})] = [(\beta_2|2V|\alpha_2)\rho_\beta(\mathfrak{A})] = [\rho_\beta(\mathfrak{A})\beta] = \hat{A}_V, \]
\[ [\rho_\beta(\mathfrak{A})\hat{A}_V] = [\rho_\beta(\mathfrak{A})\beta_2|2V|\alpha_2] = [\rho_\beta(\mathfrak{A})\beta_2|2V|\alpha_2] = \hat{A}_V. \]

ii) This follows from i) after replacing \( V \) by \( V^{\text{op}} \).

Define \( \hat{\Delta}_V : \rho_\beta(\mathfrak{A})' \to \mathcal{L}(H_{\beta\otimes_\alpha H}) \) and \( \Delta_V : \rho_\beta(\mathfrak{A})' \to \mathcal{L}(H_{\beta\otimes_\alpha H}) \) by

\[ \hat{\Delta}_V : y \mapsto V^*(id \otimes y)V, \quad \Delta_V : z \mapsto V(z \otimes id)V^*. \]

Evidently, \( \hat{\Delta}_V^{\text{op}} = Ad_\Sigma \circ \Delta_V \) and \( \Delta_V^{\text{op}} = Ad_\Sigma \circ \hat{\Delta}_V \). Moreover, if \( \eta \in \beta \) and \( \xi \in \alpha \), then \( \tilde{a} := (\eta_2|2V|\xi_2) \) lies in \( \mathcal{L}(H_\beta) \subseteq \rho_\beta(\mathfrak{A})' \) by Proposition 3.2 and

\[ \hat{\Delta}_V((\eta_2|2V|\xi_2)) = \hat{\Delta}_V(\tilde{a}) = V^*(1 \otimes \tilde{a})V = |\eta_3V_{12}V_{23}|\xi_3 = |\eta_3V_{13}|\xi_{23}. \]

Similarly, if \( \eta \in \alpha \) and \( \xi \in \beta \), then \( \tilde{a} := (\eta_1|1V|\xi_1) \) lies in \( \rho_\beta(\mathfrak{A})' \) and

\[ \Delta_V((\eta_1|1V|\xi_1)) = \Delta_V(\tilde{a}) = V(\alpha \otimes 1)V^* = |\eta_1V_{23}V_{23}|\xi_1 = |\eta_1V_{13}|\xi_{13}. \]

**Lemma 3.3.** The map \( \hat{\Delta}_V \) is a morphism of the \( C^*-(\mathfrak{b}, \mathfrak{b}) \)-algebras \( (\rho_\beta(\mathfrak{A})')^{\alpha_{\beta}}_H \) and \( (\rho_\beta(\mathfrak{A})')^{\beta_{\alpha}}_H \), and \( \Delta_V \) is a morphism of the \( C^*-(\mathfrak{b}, \mathfrak{b}) \)-algebras \( (\rho_\beta(\mathfrak{A})')^{\alpha_{\beta}}_H \) and \( (\rho_\beta(\mathfrak{A})')^{\beta_{\alpha}}_H \).

**Proof.** We only prove the assertions concerning \( \hat{\Delta}_V \). First, \( \hat{\Delta}_V(\rho_\beta(\mathfrak{A})') \subseteq (\rho_\beta(\mathfrak{A})')^{\alpha_{\beta}}_H \) because \( V(\rho_\beta(\mathfrak{A}) \otimes \rho_\beta(\mathfrak{A}))V^* = \rho_\beta(\mathfrak{A}) \otimes \rho_\beta(\mathfrak{A}) \subseteq \rho_\beta(\mathfrak{A})' \) by (5). Next, \( V^*|\alpha_1 \subseteq \hat{\Delta}_V(H, H_{\beta\otimes_\alpha H}) \) because \( \hat{\Delta}(y)V^*|\xi_1 = V^*(id \otimes y)|\xi_1 = V^*|\xi_1 y \) for all \( y \in \rho_\beta(\mathfrak{A})' \), \( \xi \in \alpha \), and \( \alpha \in \beta = [V^*|\alpha_1 \alpha] \) and \( \beta \in \beta = [V^*|\alpha_1 \beta] \) by (5).

**Theorem 3.4.** If \( \hat{A}_V = \hat{A}_V' \), then \( ((\hat{A}_V)^{\alpha_{\beta}}_H, \hat{\Delta}_V) \) is a Hopf \( C^* \)-bimodule. Similarly, if \( A_V = A_V' \), then \( ((A_V)^{\beta_{\alpha}}_A, \Delta_V) \) is a Hopf \( C^* \)-bimodule.

**Proof.** We prove the first assertion, the second one follows by replacing \( V \) by \( V^{\text{op}} \). Write \( \hat{A} = \hat{A}_V \), \( \hat{\Delta} = \hat{\Delta}_V \), and assume that \( \hat{A} = \hat{A}_V \). By Proposition 3.2, \( \hat{A} := \hat{A}_V^{\alpha_{\beta}}_H \) is a \( C^*(\mathfrak{b}, \mathfrak{b}) \)-algebra and \( \hat{A} \subseteq \mathcal{L}(H_\beta) \subseteq \rho_\beta(\mathfrak{A})' \). We claim that \( \hat{\Delta}(\hat{A}) \subseteq \hat{A}_H^{\alpha_{\beta}}_H \). By equation (12), \( \hat{\Delta}(\hat{A}) = [\beta_3|V_{13}V_{23}|\alpha_3] \), and the following commutative diagram shows...
that \( [\hat{\Delta}(\hat{A})|\alpha\rangle_2] = [\langle\beta|_3 V_{13} |\alpha\rangle_3 |\alpha\rangle_2] \subseteq [\langle\beta|_2 V |\alpha\rangle_2] = [|\alpha\rangle_2 \hat{A}] \):

\[
\begin{array}{cccc}
H & |\alpha\rangle_2 & \rightarrow & H_{\hat{\beta}} \otimes_H H \\
\downarrow & & & \downarrow \\
V & \rightarrow & H_{\hat{\alpha}} \otimes_H H & (\langle\beta|_2 ) \rightarrow & H \\
\end{array}
\]

\[
\begin{array}{cccc}
V_{23} |\alpha\rangle_3 & \rightarrow & H_{\hat{\beta}} \otimes_H (\hat{\alpha} \otimes_H H) & V_{13} & \rightarrow & (H_{\hat{\beta}} \otimes_H H)(\hat{\alpha} \otimes_H H) & (\langle\beta|_3 ) \rightarrow & H_{\hat{\beta}} \otimes_H H \\
\end{array}
\]

Similarly, one proves that \( [\hat{\Delta}(\hat{A})|\beta\rangle_1] = [|\beta\rangle_1 \hat{A}] \), and the claim follows. By Lemma 3.3, \( \hat{\Delta} \) is a morphism of the \( C^*-(b, b^l) \)-algebras \( \hat{A} \) and \( \hat{A}^* \). It only remains to show that \( \hat{\Delta} \) is coassociative. Let \( \hat{a} \in \hat{A} \). Then

\[
(\hat{\Delta} \ast \text{id})(\hat{\Delta}(\hat{a})) = V_{12}^*(\text{id} \otimes \hat{\Delta}(\hat{a}))V_{12} = V_{12}^*V_{23}^*(\text{id} \otimes \text{id} \otimes \hat{a})V_{23}V_{12}.
\]

Here, we can replace \( V_{23}V_{12} \) by \( V_{12}^*V_{23}V_{12} = V_{13}V_{23} \). Therefore, \( (\hat{\Delta} \ast \text{id})(\hat{\Delta}(\hat{a})) \) equals

\[
V_{23}V_{13}^*(\text{id} \otimes \text{id} \otimes \hat{a})V_{13}V_{23} = V_{23}V_{23}^*(\hat{\Delta}(\hat{a}) \otimes \text{id})V_{23} = (\text{id} \ast \hat{\Delta})(\hat{\Delta}(\hat{a})).
\]

3.3. The Fourier algebras of a \( C^* \)-pseudo-multiplicative unitary. We first introduce certain spaces of maps on \( C^* \)-algebras and slice maps on fiber products, and then associate to every Hopf \( C^* \)-bimodule several convolution algebras and to every \( C^* \)-pseudo-multiplicative unitary two Fourier algebras.

Let \( a = (\mathfrak{F}, A, \mathfrak{B}) \) and \( b = (\mathfrak{B}, A, \mathfrak{B}) \) be \( C^* \)-bases, \( H \) a Hilbert space, \( H_a \) a \( C^* \)-algebra, \( H_b \) a \( C^* \)-bimodule, \( A \subseteq L(H) \) a closed subspace. We denote by \( (\hat{\alpha}) \) the space of all sequences \( \eta = (\eta_k)_{k \in \mathbb{N}} \) in \( \alpha \) for which the sum \( \sum_k \eta_k^* \eta_k \) converges in norm, and put \( \|\eta\| = \|\sum_k \eta_k^* \eta_k\|_{1/2} \) for each \( \eta \in (\hat{\alpha}) \). Similarly, we define \( (\hat{\beta}) \). Standard arguments show that for all \( \eta \in \beta^\infty, \eta' \in \alpha^\infty \), there exists a bounded linear map

\[
\omega_{\eta,\eta'} : A \rightarrow L(\mathfrak{F}, A), \quad T \mapsto \sum_{k \in \mathbb{N}} \eta_k^* T \eta'_k,
\]

where the sum converges in norm and \( \|\omega_{\eta,\eta'}\| \leq \|\eta\| \|\eta'\| \). We put

\[
\Omega_{\beta,\alpha}(A) := \{\omega_{\eta,\eta'} | \eta, \eta' \in \beta^\infty, \eta' \in \alpha^\infty \} \subseteq L(A, L(\mathfrak{F}, A)),
\]

where \( L(A, L(\mathfrak{F}, A)) \) denotes the space of bounded linear maps from \( A \) to \( L(\mathfrak{F}, A) \). If \( \beta = \alpha \), we abbreviate \( \Omega_{\beta,\alpha}(A) := \Omega_{\beta,\alpha}(A) \). It is easy to see that \( \Omega_{\beta,\alpha}(A) \) is a subspace of \( L(A, L(\mathfrak{F}, A)) \) and that the following formula defines a norm on \( \Omega_{\beta,\alpha}(A) \):

\[
\|\omega\| := \inf \{\|\eta\| \|\eta'\| | \eta, \eta' \in \beta^\infty, \eta' \in \alpha^\infty, \omega = \omega_{\eta,\eta'}\} \text{ for all } \omega \in \Omega_{\beta,\alpha}(A).
\]

Standard arguments show that \( \Omega_{\beta,\alpha}(A) \) is a Banach space. Moreover, if \( A = A^* \), then there exists an anti-linear isometry \( \Omega_{\beta,\alpha}(A) \rightarrow \Omega_{\alpha,\beta}(A), \omega \mapsto \omega^*, \) such that \( \omega^*(a) = \omega(a^*) \) for all \( a \in A \) and \( (\omega_{\eta,\eta'})^* = \omega_{\eta',\eta} \) for all \( \eta \in \beta^\infty, \eta' \in \alpha^\infty \).

**Proposition 3.5.**

i) Let \( \pi \) be a morphism of \( C^*-(b, b^l) \)-algebras \( A_H^\gamma \) and \( B_K^\gamma \). Then there exists a linear contraction \( \pi^* : \Omega_\gamma(B) \rightarrow \Omega_\alpha(A) \) given by \( \omega \mapsto \omega \circ \pi \).

ii) Let \( \pi \) be a morphism of \( C^*-(a, b) \)-algebras \( A_H^{\alpha,\beta} \) and \( B_K^{\alpha,\delta} \). Then there exists a linear contraction \( \pi^* : \Omega_\delta(C) \rightarrow \Omega_\alpha(A) \) given by \( \omega \mapsto \omega \circ \pi \).
Proof. We only prove ii). Let \( I := L\pi(\alpha H\beta, \gamma K\delta) \) and \( \eta \in \delta^\infty, \eta' \in \gamma^\infty \). Then there exists a closed separable subspace \( I_0 \subseteq I \) such that \( \eta_n \in [I_0\beta] \) and \( \eta'_n \in [I_0\alpha] \) for all \( n \in \N \). We may assume that \( I_0 I_0^* I_0 \subseteq I_0 \), and then \( [I_0 I_0^*] \) is a \( \sigma \)-unital \( C^* \)-algebra and has a bounded sequential approximate unit \((u_k)\) of the form \( u_k = \sum_{l=1}^k T_l T_l^* \), where \((T_l)\) is a sequence in \( I_0 \) [15, Proposition 6.7]. We choose a bijection \( i: \N \times \N \to \N \) and let \( \xi_i(l,n) := T_l^* \eta_n \in \beta \) and \( \xi'_i(l,n) := T_l^* \eta'_n \in \alpha \) for all \( l, n \in \N \). Then the sum \( \sum_i \xi_i^* \xi_i = \sum_i T_i^* T_i \eta_n \) converges to \( \eta_n \eta_n \) for each \( n \in \N \) in norm because \( \eta_n \in [I_0\beta] \). Therefore, \( \xi \in \beta^\infty \) and \( ||\xi|| = ||\eta|| \), and a similar argument shows that \( \xi' \in \alpha^\infty \) and \( ||\xi'|| = ||\eta'|| \). Finally, for each \( a \in A \), where the sum converges in norm, and hence \( \omega_{\eta,\eta'} \circ \pi = \omega_{\xi,\xi'} \in \Omega_{\beta,a}(A) \) and \( ||\omega_{\eta,\eta'} \circ \pi|| \leq ||\xi||||\xi'|| = ||\eta||||\eta'|| \). \( \square \)

For each map of the form considered above, we can form a slice map as follows [25, Proposition 3.30]. Let \( H_\beta \) be a \( C^*-b \)-module, let \( K_\gamma \) be a \( C^* b^1 \)-module, let \( A \subseteq \mathcal{L}(H) \) and \( B \subseteq \mathcal{L}(K) \) be closed subspaces, and let \( A_{\beta b^\infty} B = \{ x \in \mathcal{L}(H_\beta \otimes_b K) \mid \langle \beta|1_x|\beta \rangle \subseteq B, \langle \gamma|2_x|\gamma \rangle \subseteq A \} \).

Proposition 3.6. i) There exists a linear contraction \( \Omega_\beta(A) \to \Omega_{(1)2}(A_{\beta b^\infty} B), \phi \mapsto \phi * \text{id}, \) such that \( \omega_{\xi,\xi'} * \text{id} = \omega_{\bar{\xi},\bar{\xi}'} \) for all \( \xi, \xi' \in \beta^\infty, \) where \( \bar{\xi}_n = |\xi_n|^2 \) and \( \bar{\xi}'_n = |\xi'_n|^2 \) for all \( n \in \N \).

ii) There exists a linear contraction \( \Omega_\gamma(B) \to \Omega_{(2)2}(A_{\beta b^\infty} B), \psi \mapsto \text{id} * \psi, \) such that \( \text{id} * \omega_{\eta,\eta'} = \omega_{\bar{\eta},\bar{\eta}'} \) for all \( \eta, \eta' \in \gamma^\infty, \) where \( \bar{\eta}_n = |\eta_n|^2 \) and \( \bar{\eta}'_n = |\eta'_n|^2 \) for all \( n \in \N \).

iii) We have \( \psi \circ (\phi * \text{id}) = \phi \circ (\text{id} * \psi) \) for all \( \phi \in \Omega_\beta(A) \) and \( \psi \in \Omega_\beta(B) \). \( \square \)

Assume that \( a H_\beta \) is a \( C^*-\text{(a,b)} \)-module and \( \gamma K_\delta \) a \( C^* -\text{(b^1,c)} \)-module. Denote by \( \otimes_{\text{Banach}} \) the projective tensor product of Banach spaces. Clearly, there exist linear contractions
\[
\Omega_{\alpha}(A) \otimes_{\text{Banach}} \Omega_{\gamma}(B) \to \Omega_{(\alpha\gamma)}(A_{\beta b^\infty} B), \quad \omega \otimes \omega' \mapsto \omega \boxtimes \omega' := \omega \circ (\text{id} * \omega'),
\]
\[
\Omega_{\beta}(A) \otimes_{\text{Banach}} \Omega_{\delta}(B) \to \Omega_{(\beta\delta)}(A_{\beta b^\infty} B), \quad \omega \otimes \omega' \mapsto \omega \boxtimes \omega' := \omega' \circ (\text{id} * \omega).
\]

Proposition 3.7. There exist linear contractions
\[
\Omega_{\alpha,\beta}(A) \otimes_{\text{Banach}} \Omega_{\gamma,\delta}(B) \to \Omega_{(\alpha\gamma)(\beta\delta)}(A_{\beta b^\infty} B), \quad \omega \otimes \omega' \mapsto \omega \boxtimes \omega',
\]
\[
\Omega_{\alpha,\beta,\gamma}(A) \otimes_{\text{Banach}} \Omega_{\beta,\gamma,\delta}(B) \to \Omega_{(\alpha\beta\gamma)(\beta\gamma\delta)}(A_{\beta b^\infty} B), \quad \omega \otimes \omega' \mapsto \omega \boxtimes \omega',
\]
such that for all \( \xi \in \alpha^\infty, \xi' \in \beta^\infty, \eta \in \gamma^\infty, \eta' \in \delta^\infty \) and each bijection \( i: \N \times \N \to \N \), we have \( \omega_{\xi,\xi'} \boxtimes \omega_{\eta,\eta'} = \omega_{\theta_i,\theta_i'} \boxtimes \omega_{\gamma,\gamma'} \boxtimes \omega_{\delta,\delta'} \boxtimes \omega_{\theta,\theta'} \) where
\[
\theta_{i(m,n)} = |\eta_m|^2 \xi_m \in \alpha \otimes \gamma, \quad \theta'_{i(m,n)} = |\eta'_m|^2 \xi'_m \in \beta \otimes \delta
\]
for all \( m, n \in \N \).

Proof. We only prove the existence of the first contraction. Let \( \xi, \xi', \eta, \eta', i, \theta, \theta' \) be as above. Then \( \theta \in (\alpha \otimes \gamma)^\infty \) and \( ||\theta|| \leq ||\xi||||\eta|| \) because
\[
\sum_k \theta_k = \sum_{m,n} \xi_m |\eta_m| |\eta_n| \xi_n = \sum_{m,n} \xi_m \rho(\eta_m \eta_n) \xi_n \leq ||\eta||^2 \sum_m \xi_m \xi_m \leq ||\eta||^2 ||\xi||^2,
\]
and similarly $\theta' \in (\beta \circ \delta)\infty$ and $\|\theta'\| \leq \|\xi'\|\|\eta'\|$. Next, we show that $\omega_{\theta,\theta'}$ does not depend on $\xi$ and $\xi'$ but only on $\omega_{\xi',\xi'} \in \Omega_{\alpha,\beta}(A)$. Let $\zeta' \in \mathfrak{R}$ and $x \in A_{\beta \hat{\otimes} \gamma, B}$. Then

$$
\omega_{\theta,\theta'}(x)\xi' = \sum_{m,n}^\infty \xi^*_m \langle \eta_n|2x|\xi'_m\rangle_1 \eta'_n \zeta',
$$

where the sum converges in norm. Fix any $n \in \mathbb{N}$. Then we find a sequence $(k_r)_r$ in $\mathbb{N}$ and $\eta''_r, 1, \ldots, \eta''_r \in \gamma$, $\xi''_r, 1, \ldots, \xi''_r \in \mathfrak{R}$ such that the sum $\sum_{l=1}^{k_r} \eta''_r \xi''_r$ converges in norm to $\eta'_n \zeta'$ as $r$ tends to infinity. But then

$$
\sum_m^{\infty} \xi^*_m \langle \eta_n|2x|\xi'_m\rangle_1 \eta'_n \zeta' = \lim_{r \to \infty} \sum_{m=1}^{k_r} \xi^*_m \langle \eta_n|2x|\xi'_m\rangle_1 \eta''_r \xi''_r
$$

$$
= \lim_{r \to \infty} \sum_{m=1}^{k_r} \xi^*_m \langle \eta_n|2x|\eta''_r\rangle_2 \xi''_r
$$

$$
= \lim_{r \to \infty} \sum_{l=1}^{k_r} \omega_{\xi',\xi'}(\langle \eta_n|2x|\eta''_r\rangle_2) \xi''_r.
$$

Note here that $\langle \eta_n|\eta''_r\rangle_2 \in A$. Therefore, the sum on the left hand side only depends on $\omega_{\xi',\xi'} \in \Omega_{\alpha,\beta}(A)$ but not on $\xi$, $\xi'$, and since $n \in \mathbb{N}$ was arbitrary, the same is true for $\omega_{\theta,\theta'}(x)\xi'$. A similar argument shows that $\omega_{\theta,\theta'}(x)\zeta'$ depends on $\omega_{\eta,\eta'} \in \Omega_{\gamma,\delta}(B)$ but not on $\eta, \eta'$ for each $\zeta \in \mathfrak{R}$. $\square$

**Proposition 3.8.** Let $(A_H^{\beta,\alpha}, \Delta)$ be a Hopf $C^*$-bimodule over $b$. Then each of the spaces $\Omega = \Omega_{\alpha}(A), \Omega_{\beta}(A), \Omega_{\alpha,\beta}(A), \Omega_{\beta,\alpha}(A)$ is a Banach algebra with respect to the multiplication $\Omega \times \Omega \to \Omega$ given by $(\omega, \omega') \mapsto \omega \circ \omega' : = (\omega \otimes \omega') \circ \Delta$.

**Proof.** The multiplication is well defined by Propositions 3.5 and 3.7, and associative because $\Delta$ is coassociative. $\square$

Now, let $(H, \tilde{\beta}, \alpha, \beta)$ be a $C^*$-$(b\hat{\otimes}b, b\hat{\otimes}b)$-module, $V : H_{\tilde{\beta}} \hat{\otimes} aH \to H_{\alpha} \hat{\otimes} \beta H$ a $C^*$-pseudo-multiplicative unitary, and $\tilde{\Omega}_{\beta,\alpha} := \Omega_{\beta,\alpha}(\rho_{\beta}(\mathcal{B})')$, $\tilde{\Omega}_{\alpha,\beta} := \Omega_{\alpha,\beta}(\rho_{\beta}(\mathcal{B})')$. Using Lemma 3.3, the inclusions

$$(\rho_{\beta}(\mathcal{B})_{\alpha} \hat{\otimes} \rho_{\beta}(\mathcal{B}))' \subseteq \rho_{\beta}(\mathcal{B})_{\alpha} \hat{\otimes} \rho_{\beta}(\mathcal{B})' \subseteq (\rho_{\beta}(\mathcal{B})_{\beta} \hat{\otimes} \rho_{\beta}(\mathcal{B}))' \subseteq \rho_{\beta}(\mathcal{B})_{\beta} \hat{\otimes} \rho_{\beta}(\mathcal{B})'$$

and Proposition 3.7, we define maps

$$
\tilde{\Omega}_{\beta,\alpha} \times \tilde{\Omega}_{\alpha,\beta} \to \tilde{\Omega}_{\beta,\alpha}, \quad (\omega, \omega') \mapsto \omega \circ \omega' := (\omega \otimes \omega') \circ \Delta_V,
$$

$$
\tilde{\Omega}_{\alpha,\beta} \times \tilde{\Omega}_{\alpha,\beta} \to \tilde{\Omega}_{\alpha,\beta}, \quad (\omega, \omega') \mapsto \omega \circ \omega' := (\omega \otimes \omega') \circ \Delta_V.
$$

**Theorem 3.9.**

i) The maps above turn $\tilde{\Omega}_{\beta,\alpha}$ and $\tilde{\Omega}_{\alpha,\beta}$ into Banach algebras.

ii) There exist contractive homomorphisms $\pi_V : \tilde{\Omega}_{\beta,\alpha} \to \hat{A}_V$ and $\pi_V : \tilde{\Omega}_{\alpha,\beta} \to A_V$ such that $\pi_V(\omega_\xi,\eta) = \sum_n \langle \xi_n|2V|\eta_n\rangle_2$ and $\pi_V(\omega_\xi,\zeta) = \sum_n \langle \eta_n|1V|\zeta_n\rangle_1$ for all $\xi \in \beta\infty$, $\eta \in \alpha\infty$, $\zeta \in \beta\infty$. 
Proof. We only prove the assertions concerning $\tilde{\Omega}_{\beta,\alpha}$.

i) One only needs to show that the multiplication on $\tilde{\Omega}_{\beta,\alpha}$ is associative. Let $\omega, \omega', \omega'' \in \tilde{\Omega}_{\beta,\alpha}$, where $\omega = \omega_\eta \xi$, $\omega' = \omega'_\eta \xi'$, $\omega'' = \omega''_{\eta'} \xi''$ and $\eta, \eta', \eta'' \in \beta^\infty$, $\xi, \xi', \xi'' \in \alpha^\infty$. Then a short calculation shows that for all $x \in \rho_\beta(\mathcal{B})'$,

$$(\omega * (\omega' * \omega''))(x) = \sum_{k,l,m} \eta_k \langle \eta | 2 \eta_m | 3 \rangle V_{12}V_{13}(x \otimes (1 \otimes 1))V_{13}^*V_{12}^*(\xi_k)\xi_m,$$

$$(\omega * (\omega' * \omega''))(x) = \sum_{k,l,m} \eta_k \langle \eta | 2 \eta_m | 3 \rangle V_{12}V_{13}(x \otimes (1 \otimes 1))V_{13}^*V_{12}^*(\xi_k)\xi_m,$$

and by (6), the right hand sides coincide.

ii) The map $\hat{\pi}_V$ is well-defined because $\eta^*\hat{\pi}_V(\omega)\xi = \omega(\langle \eta | 1 \rangle V | \xi \rangle_1)$ and $\langle \eta | 1 \rangle V | \xi \rangle_1 \in A_V \subseteq \rho_\beta(\mathcal{B})'$ for all $\eta \in \alpha$, $\xi \in \tilde{\Omega}_{\beta,\alpha}$, contractive because $V$ is unitary, and a homomorphism because for all $\omega, \omega' \in \tilde{\Omega}_{\beta,\alpha}$, $\eta \in \alpha$, $\xi \in \tilde{\beta}$,

$$\eta^*\hat{\pi}_V(\omega)\hat{\pi}_V(\omega')\xi = (\omega \otimes \omega')(\langle \eta | 1 \rangle V | \xi \rangle_1)$$

$$= (\omega \otimes \omega')(\langle \eta | 1 \rangle V | \xi \rangle_1) = (\omega \otimes \omega')(\langle \eta | 1 \rangle V | \xi \rangle_1) = (\omega \otimes \omega')(\langle \eta | 1 \rangle V | \xi \rangle_1) = \eta^*\hat{\pi}_V(\omega * \omega')\xi.$$ □

Definition 3.10. We call the algebras $\hat{A}_V^0 := \hat{\pi}_V(\tilde{\Omega}_{\beta,\alpha}) \subseteq \hat{A}_V$ and $\alpha^0 := \pi_V(\tilde{\Omega}_{\alpha,\tilde{\beta}}) \subseteq A_V$, equipped with the quotient norms coming from the surjections $\hat{\pi}_V$ and $\pi_V$, the Fourier algebra and the dual Fourier algebra of $V$, respectively.

The pairs $(\hat{A}_V^0, \Delta_V)$ and $(\alpha^0, \Delta_V)$ stand in a generalized Pontrjagin duality which is captured by the following pairing.

Proposition 3.11. i) There exists a bilinear map $(\cdot, \cdot): \hat{A}_V^0 \times \alpha^0 \to L(\mathbb{R})$ such that $\omega(\pi_V(v)) = (\hat{\pi}_V(\omega)\pi_V(v)) = v(\hat{\pi}_V(\omega))$ for all $\omega \in \tilde{\Omega}_{\beta,\alpha}, v \in \tilde{\Omega}_{\alpha,\tilde{\beta}}$. This map is nondegenerate in the sense that for each $\tilde{\alpha} \in \hat{A}_V^0$ and $\alpha \in \alpha^0$, there exist $\hat{\alpha} \in \hat{A}_V^0$ and $\tilde{\alpha}' \in \alpha^0$ such that $(\hat{\alpha} | \tilde{\alpha}) \neq 0$ and $(\hat{\alpha} | \alpha) \neq 0$.

ii) $(\hat{\pi}_V(\omega)\pi_V(v) | a) = (\omega \otimes \omega')(\Delta_V(a))$ and $(\hat{\alpha} | \pi_V(v)\pi_V(v')) = (v \otimes v')(\Delta_V(\tilde{\alpha}))$ for all $\omega, \omega', a \in \tilde{\Omega}_{\beta,\alpha}$, $v, v' \in \tilde{\Omega}_{\alpha,\tilde{\beta}}$, $\tilde{\alpha} \in \hat{A}_V^0$.

Proof. i) If $\omega = \omega_\xi \xi'$ and $v = \omega_\eta \eta'$, where $\xi \in \beta^\infty$, $\xi' \in \alpha^\infty$, $\eta' \in \tilde{\beta}^\infty$, then

$$\omega(\pi_V(v)) = \sum_{m,n} \eta^{*-1}(\xi_n | 2 \xi'_m \eta'_m) = \sum_{m,n} \eta^*_n(\xi_m | 2 \xi'_m \eta'_m) = v(\hat{\pi}_V(\omega)).$$

iii) For all $\omega, \omega', a$ as above, $(\hat{\pi}_V(\omega)\pi_V(\omega') | a) = (\hat{\pi}_V(\omega * \omega') | a) = (\omega * \omega')(a) = (\omega \otimes \omega')(\Delta_V(a)).$ The second equation follows similarly. □

Part i) of the preceding result implies the following relation between the Fourier algebras $\hat{A}_V^0$ and $\alpha^0$ and the convolution algebras constructed in Proposition 3.8.
Corollary 3.12. If \((AV)_{\beta}^\alpha, \Delta_V\) or \((AV)_{\alpha}^\beta, \Delta_V\) is a Hopf C*-bimodule, then there exists an isometric isomorphism of Banach algebras \(\hat{\pi}: \Omega_{\beta,\alpha}(AV) \to \hat{A}^0_V\) or \(\pi: \Omega_{\alpha,\beta}(\hat{A}^0_V) \to A^0_V\), respectively, whose composition with the quotient map \(\hat{\Omega}_{\beta,\alpha} \to \Omega_{\beta,\alpha}(AV)\) or \(\Omega_{\alpha,\beta} \to \Omega_{\alpha,\beta}(\hat{A}^0_V)\) is equal to \(\hat{\pi}_V\) or \(\pi_V\), respectively. \(\square\)

3.4. The legs of the unitary of a groupoid. Let \(G\) be a locally compact, Hausdorff, second countable groupoid \(G\) as in subsection 2.3. We keep the notation introduced there and determine the legs of the C*-pseudo-multiplicative unitary \(V\) associated to \(G\). Denote by \(m: C_0(G) \to \mathcal{L}(H)\) the representation given by multiplication operators, and by \(L^1(G,\lambda)\) the completion of \(C_c(G)\) with respect to the norm given by \(\|f\| := \sup_{u \in G^0} \int_G |f(u)| d\lambda^u(x)\) for all \(f \in C_c(G)\). Then \(L^1(G,\lambda)\) is a Banach algebra with respect to the convolution product

\[
(f \ast g)(y) = \int_{G^1(y)} g(x)f(x^{-1}y) d\lambda^y(x)
\]

and there exists a contractive algebra homomorphism \(L: L^1(G,\lambda) \to \mathcal{L}(H)\) such that

\[
(L(f)\xi)(y) = \int_{G^1(y)} f(x)D^{-1/2}(x)\xi(x^{-1}y) d\lambda^y(x)
\]

for all \(f, \xi \in C_c(G), y \in G\).

Routine arguments show that there exists a unique continuous map

\[
L^2(G,\lambda) \times L^2(G,\lambda) \to C_0(G), \quad (\xi, \xi') \mapsto \xi \ast \xi',
\]

such that \((\xi \ast \xi')(x) = \int_{G^1(x)} \overline{\xi(y)}\xi'(x^{-1}y) d\lambda^x(y)\) for all \(\xi, \xi' \in C_c(G), x \in G\).

Lemma 3.13. Let \(\hat{\alpha}, \xi, \xi' \in C_c(G)\). Then for all \(\zeta, \zeta' \in C_c(G)\),

\[
\langle \zeta | \hat{\alpha}_\xi \zeta' \rangle = \langle \zeta | j(\xi)| V(\xi' \otimes j(\xi')) \rangle
\]

\[
= \int_G \int_{G^1(x)} \overline{\zeta(x)}(\xi)(x')\xi'(x) D^{-1/2}(x)\xi'(x^{-1}y) d\lambda^x(y) d\nu(x)
\]

\[
\langle \zeta | a_{\eta,\eta'} \zeta' \rangle = \langle \eta \circ \xi | V(\eta' \otimes \zeta') \rangle
\]

\[
= \int_G \int_{G^1(x)} \overline{\eta(x)}(\xi)(\zeta)(x') D^{-1/2}(x)\xi'(x^{-1}y) d\lambda^y(x) d\nu(y).
\]

The algebra \(\hat{A}^0_V\) can be considered as a continuous Fourier algebra of the locally compact groupoid \(G\). A Fourier algebra for measured groupoids was defined and studied by Renault [23], and for measured quantum groupoids by Vallin [32].

Remark 3.14. A Fourier algebra \(A(G)\) for locally compact groupoids was defined by Paterson in [21] as follows. He constructs a Fourier-Stieljes algebra \(B(G) \subseteq C(G)\) and defines \(A(G)\) to be the norm-closed subalgebra of \(B(G)\) generated by the set \(A_{cf}(G) := \{\hat{\alpha}_\xi \xi' | \xi, \xi' \in L^2(G,\lambda)\}\). The definition of \(B(G)\) in immediately implies that \(\|\hat{\pi}_V(\omega_\xi \xi')\|_{B(G)} \leq \|\xi\| \|\xi'\|\) for all \(\xi \in \alpha^\infty, \xi' \in \beta^\infty\) with finitely many non-zero components. Therefore, the identity on \(A_{cf}(G)\) extends to a contractive homomorphism from \(\hat{A}^0_V\) to \(A(G)\).
Remark 3.15. Another Fourier space \( \tilde{\mathcal{A}}(G) \) considered in [21, Note after Proposition 13] is defined as follows. For each \( \eta \in L^2(G, \lambda) \) and \( u \in \mathcal{G} \), write \( \| \xi_n(u) \| := (\xi_n, \xi_n)(u)^{1/2} \). Denote by \( M \) the set of all pairs \((\xi, \xi')\) of sequences in \( L^2(G, \lambda) \) such that the supremum \( |(\xi, \xi')|_M := \sup_{u,v \in \mathcal{G}} \sum_n \| \xi_n(u) \| \| \xi'_n(v) \| \) is finite, and denote by \( \tilde{\mathcal{A}}(G) \) the completion of the linear span of \( A_{\varepsilon_f}(G) \) with respect to the norm defined by
\[
\| \tilde{a} \|_{\tilde{\mathcal{A}}(G)} = \inf \left\{ \| (\xi, \xi') \|_M : \tilde{a} = \sum_n \tilde{a}_{\xi_n, \xi'_n} \right\}.
\]
The identity on \( A_{\varepsilon_f}(G) \) extends to a linear contraction from \( \tilde{\mathcal{A}}_V \) to \( \tilde{\mathcal{A}}(G) \) because
\[
\| \xi \|^2 = \sup_{u \in \mathcal{G}} \sum_n \langle \xi_n | \xi_n \rangle (u) = \sup_{u \in \mathcal{G}} \sum_n \| \xi_n(u) \|^2, \quad \| \xi' \|^2 = \sup_{v \in \mathcal{G}} \sum_n \| \xi'_n(v) \|^2,
\]
for all \( \xi, \xi' \in L^2(G, \lambda) \) and hence \( |(\xi, \xi')|_M = \sup_{u,v \in \mathcal{G}} \sum_n \| \xi_n(u) \| \| \xi'_n(v) \| \leq \| \xi \| \| \xi' \| \).
Recall that the reduced groupoid \( C^* \)-algebra \( C_r^*(G) \) is the closed linear span of all operators of the \( L(g) \), where \( g \in L^1(G, \lambda) \) [22].

Theorem 3.16. Let \( V \) be the \( C^* \)-pseudo-multiplicative unitary of a locally compact groupoid \( G \). Then \((\hat{A}_V)^{\alpha_H}_H, \hat{\Delta}_V \) and \((A_V)^{\alpha_{\beta_H}}_H, \Delta_V \) are Hopf \( C^* \)-bimodules and
\[
\hat{A}_V = m(C_0(G)), \quad \hat{\Delta}_V = \Delta_V = \int_{G^e} g(z)D^{-1/2}(z)\omega'(z^{-1}x', z^{-1}y') \, d\lambda'(z)
\]
for all \( f \in C_0(G), \omega \in H_{\beta_{\alpha_H}^e} \), \( x, y \in G \), \( g \in C_c(G) \), \( \omega' \in H_{\alpha_{\beta_H}} \), \( (x', y') \in G \), where \( u' = r(x') = r(y') \).

Proof. The first assertion will follow from Example 4.3 and Theorem 4.5 in subsection 4.1. The equations concerning \( \hat{A}_V, A_V \) and \( \Delta_V \) follow from Lemma 3.13 and straightforward calculations. \( \Box \)

4. Regular, proper et étale \( C^* \)-pseudo-multiplicative unitaries

Let \( V : H_{\beta_{\alpha_H}^e} \rightarrow H_{\alpha_{\beta_H}} \) be a \( C^* \)-pseudo-multiplicative unitary as before.

4.1. Regularity. In [3], Baaj and Skandalis showed that the pairs \((\hat{A}_V, \hat{\Delta}_V)\) and \((A_V, \Delta_V)\) associated to a multiplicative unitary \( V \) on a Hilbert space \( H \) form Hopf \( C^* \)-algebras if the unitary satisfies the regularity condition \([H|_2V|_1H] = K(H) \). This condition was generalized by Baaj in [1, 2] and extended to pseudo-multiplicative unitaries by Enock [9]. To adapt it to \( C^* \)-pseudo-multiplicative unitaries, we consider the space
\[
C_V := [\alpha_1 V | \alpha_2] \subseteq L(H).
\]

Proposition 4.1. \([C_V C_V] = C_V, C_{V_{op}} = C_V^*, [C_V \alpha] = \alpha, \text{ and } [C_V \rho_\beta(\mathfrak{B})] = [\rho_\beta(\mathfrak{B})]C_V = C_V = [C_V \rho_\beta(\mathfrak{B})] = [\rho_\beta(\mathfrak{B})]C_V \].
Proof. The proof is completely analogous to the proof of Proposition 3.2; for example, the first equation follows from the commutativity of the following two diagrams:

\[
\begin{array}{ccc}
H_{b^{*}} \otimes_{\alpha} H & \xrightarrow{\alpha_{1}} & H \\
\xrightarrow{\alpha_{2}} & & \xrightarrow{\alpha_{1}} \\
H_{b^{*}} \otimes_{\alpha} H & \xrightarrow{\alpha_{3}} & H_{b^{*}} \otimes_{\alpha} H \\
\end{array}
\]

Proposition 4.4. If \(V\) is semi-regular, then \(CV\) is a \(C^{*}\)-algebra.

Definition 4.2. A \(C^{*}\)-pseudo-multiplicative unitary \((b, H, \hat{\beta}, \alpha, \beta, V)\) is semi-regular if \(CV \supseteq [\alpha a^{*}]\), and regular if \(CV = [\alpha a^{*}]\).

Examples 4.3.

i) \(V\) is (semi-)regular if and only if \(V^{op}\) is (semi-)regular.

ii) The \(C^{*}\)-pseudo-multiplicative unitary of a locally compact Hausdorff groupoid \(G\) (see Theorem 2.5) is regular. To prove this assertion, we use the notation introduced in subsection 2.3 and calculate that for each \(\xi, \xi' \in C_{e}(G), \zeta \in C_{e}(G) \subseteq L^{2}(G, \nu), y \in G,\)

\[
(\langle j(\xi')|1V|j(\xi)\rangle_{2}\zeta)(y) = \int_{G^{(y)}} \overline{\xi'(x)} \zeta(x) \xi(x^{-1}y) d\lambda^{(y)}(x),
\]

\[
(\langle j(\xi')j(\xi)^{*}\rangle_{1}\zeta)(y) = \xi'(y) \int_{G^{(y)}} \overline{\xi'(x)} \zeta(x) d\lambda^{(y)}(x).
\]

Using standard approximation arguments, we find \([\langle \alpha_{1}|1V|\alpha_{2}\rangle_{2} = [S(C_{e}(G_{r} \times r,G))] = [\alpha a^{*}],[\alpha_{1}],[\alpha_{2}]\), where for each \(\omega \in C_{e}(G_{r} \times r,G)\), the operator \(S(\omega)\) is given by

\[
(S(\omega))(y) = \int_{G^{(y)}} \omega(x, y) \zeta(x) d\lambda^{(y)}(x) \quad \text{for all } \zeta \in C_{e}(G), y \in G.
\]

iii) In [31], we introduce compact \(C^{*}\)-quantum groupoids and construct for each such quantum groupoid a \(C^{*}\)-pseudo-multiplicative unitary that turns out to be regular.

We now deduce several properties of semi-regular and regular \(C^{*}\)-pseudo-multiplicative unitaries, using commutative diagrams as in Subsection 3.2.

Proposition 4.4. If \(V\) is semi-regular, then \(CV\) is a \(C^{*}\)-algebra.
Proof. Assume that $V$ is regular. Then the following two diagrams commute, whence $[C_VC^*_V] = [(\alpha)_1(\alpha)_1V_{23}(\alpha)_1(\alpha)_2] = C_V$:

Now, assume that $V$ is semi-regular. Then cell (R) in the first diagram need not commute, but still $[(\alpha)_2(\alpha)_2] \subseteq [(\alpha)_2V_{23}(\alpha)_2]$ and hence $[C_VC^*_V] \subseteq [(\alpha)_1(\alpha)_1V_{23}(\alpha)_1(\alpha)_2] = C_V$. A similar argument shows that also $[C_VC_V] \subseteq C_V$, and from Proposition 3.2 and [1, Lemme 3.3], it follows that $C_V$ is a $C^*$-algebra. \qed

**Theorem 4.5.** If $C_V = C^*_V$, then $((\hat{A}_V)^{\alpha\beta}_V, \hat{\Delta}_V)$ and $((A_V)^{\beta\alpha}_V, \Delta_V)$ are Hopf $C^*$-bimodules. In particular, this is the case if $V$ is semi-regular.

The key step in the proof is the following lemma:

**Lemma 4.6.** $[V(1 \otimes C_V)V^*|\beta)]_2 = [\beta)\hat{A}_V^*_V]$. 
Proof. The following diagram commutes and shows that one has $[V(1 \otimes C_V)V^*|\beta\rangle_2] = [\|\beta\rangle_2\langle \alpha|2V^*|\beta\rangle_2] = [\langle \beta\rangle_2\hat{A}_V^*]:$

\[
\begin{array}{cccccc}
H & \xrightarrow{[\rho_\alpha]} & H_\alpha \otimes \beta H & \xrightarrow{[\rho_\beta]} & H_\alpha \otimes \beta H & \xrightarrow{[\beta\rangle_2]}
\end{array}
\]

Indeed, cell (P) commutes by (6), and the remaining cells by (5) or by inspection. □

Proof of Theorem 4.5. By Theorem 3.4, it suffices to show that $\hat{A}_V = \hat{A}_V^*$. But by Proposition 3.2 and Lemma 4.6, $\hat{A}_V^* = [\rho_\alpha(\mathfrak{B}^1)]\hat{A}_V^* = [\langle \beta\rangle_2\langle \alpha|2V^*|\beta\rangle_2] = [\langle \beta\rangle_2V(1 \otimes C_V)V^*|\beta\rangle_2].$

Replacing $V$ by $V^{op}$, we obtain the assertion concerning $A_V$. □

Remark 4.7. If $V$ is regular, then $[V|\alpha_2\hat{A}_V] = [\|\beta\rangle_2\hat{A}_V]$, and $[V|\hat{V}_V^|\hat{A}_V] = [\langle \alpha\rangle_1\hat{A}_V].$

Indeed, using Lemma 4.6 and the relation $\hat{A}_V = \hat{A}_V^*$ (Theorem 4.5), we find that $[V|\alpha_2\hat{A}_V] = [\langle \beta\rangle_2V(1 \otimes C_V)V^*|\beta\rangle_2] = [\langle \beta\rangle_2\hat{A}_V]$, and replacing $V$ by $V^{op}$, we obtain the second equation.

4.2. Proper and étale $C^*$-pseudo-multiplicative unitaries. In [3], Baaj and Skandalis characterized multiplicative unitaries that correspond to compact or discrete quantum groups by the existence of fixed or cofixed vectors, respectively, and showed that from such vectors, one can construct a Haar state and a counit on the associated legs. We adapt some of their constructions to $C^*$-pseudo-multiplicative unitaries as follows. Given a $C^*$-algebraic module $K$, let $M(\gamma) = \{T \in \mathcal{L}(\mathfrak{A}, K) \mid \gamma \subseteq \mathfrak{A}, T^*\gamma \subseteq \mathfrak{A}\}.$

Definition 4.8. A fixed element for $V$ is an $\eta \in M(\hat{\beta}) \cap M(\alpha) \subseteq \mathcal{L}(\mathfrak{A}, H)$ satisfying $V[\eta] = \eta$. A cofixed element for $V$ is a $\xi \in M(\alpha) \cap M(\beta) \subseteq \mathcal{L}(\mathfrak{A}, H)$ satisfying $V[\xi] = \xi$. We denote the set of all fixed/cofixed elements for $V$ by $\text{Fix}(V)/\text{Cofix}(V)$.

Example 4.9. Let $V$ be the $C^*$-pseudo-multiplicative unitary of a groupoid $G$; see subsection 2.3. Identify $M(L^2(G, \lambda))$ in the natural way with the completion of the space

\[
\left\{ f \in C(G) \mid \text{supp } f \to G^0 \text{ is proper, sup } \int_{G^0} |f(x)|^2 d\lambda^u(x) \text{ is finite} \right\}
\]

with respect to the norm $f \mapsto \sup_{u \in G^0}(\int_{G^0} |f(x)|^2 d\lambda^u(x))^{1/2}$. Similarly as in [27, Lemma 7.11], one finds that
i) $\eta_0 \in M(L^2(G,\lambda))$ is a fixed element if and only if for each $u \in G^0$, $\eta_0|_{G^0 \setminus \{u\}} = 0$ almost everywhere with respect to $\lambda_u$;
ii) $\xi_0 \in M(L^2(G,\lambda))$ is a cofixed element if and only if $\xi_0(x) = \xi_0(s(x))$ for all $x \in G$.

**Remarks 4.10.**

i) $\text{Fix}(V) = \text{Cofix}(V^{\text{op}})$ and $\text{Cofix}(V) = \text{Fix}(V^{\text{op}})$.
ii) $\text{Fix}(V^*\text{Fix}(V)$ and $\text{Cofix}(V)^*\text{Cofix}(V)$ are contained in $M(\mathfrak{B}) \cap M(\mathfrak{B}^\dagger)$. 
iii) $\rho\alpha(\mathfrak{B}^\dagger)\text{Fix}(V) = \text{Fix}(V)\mathfrak{B}^\dagger \subseteq \hat{\beta}$ and $\rho\beta(\mathfrak{B})\text{Fix}(V) = \text{Fix}(V)\mathfrak{B} \subseteq \alpha$ because $\text{Fix}(V) \subseteq M(\hat{\beta}) \cap M(\alpha)$, and similarly $\rho\beta(\mathfrak{B})\text{Cofix}(V) \subseteq \alpha$ and $\rho\alpha(\mathfrak{B}^\dagger)\text{Cofix}(V) \subseteq \beta$.

**Lemma 4.11.**

i) $\langle \xi|V|\xi'\rangle_2 = \rho\alpha(\xi^*\xi') = \rho\beta(\xi^*\xi')$ for all $\xi, \xi' \in \text{Cofix}(V)$.

ii) $\langle \eta|V|\eta'\rangle_1 = \rho\beta(\eta^*\eta') = \rho\alpha(\eta^*\eta')$ for all $\eta, \eta' \in \text{Fix}(V)$.

**Proof.** Let $\zeta \in H$ and $\xi, \xi' \in \text{Cofix}(V)$. Then $\langle \xi|2V|\xi'\rangle_2 = \langle \xi|2V|\xi'\rangle_2 = \rho\alpha(\xi^*\xi')\zeta$ and $\langle \langle \xi|2V|\xi'\rangle_2\rangle^* = \langle \xi|2V|\xi'\rangle_2 = \rho\beta((\xi')^*\xi)\zeta$. The proof of ii) is similar. $\square$

**Proposition 4.12.**

i) $\rho\beta(M(\mathfrak{B}))\text{Cofix}(V) \subseteq \text{Cofix}(V)$ and $\rho\beta(\mathfrak{B})\text{Fix}(V) \subseteq \text{Fix}(V)$.
ii) $[\text{Cofix}(V)^*\text{Cofix}(V)] = \text{Cofix}(V)$ and $[\text{Fix}(V)^*\text{Fix}(V)] = \text{Fix}(V)$.
iii) $[\text{Cofix}(V)^*\text{Cofix}(V)]$ and $[\text{Fix}(V)^*\text{Fix}(V)]$ are $C^*$-subalgebras of $M(\mathfrak{B}) \cap M(\mathfrak{B}^\dagger)$; in particular, they are commutative.

**Proof.** We only prove the assertions concerning $\text{Cofix}(V)$.

i) Let $T \in M(\mathfrak{B})$ and $\xi \in \text{Cofix}(V)$. Then $\rho\beta(T)\xi \subseteq M(\beta) \cap M(\alpha)$ because $\rho\beta(\mathfrak{B})\beta \subseteq \beta$ and $\rho\beta(\mathfrak{B})\alpha \subseteq \alpha$. The relation $V(\beta \triangleright \beta) = \alpha \triangleright \beta$ furthermore implies $V|\rho\beta(T)\xi||_2 = V\rho\beta(T)|_2 = \rho_{(\alpha \triangleright \beta)}(T)V|\xi||_2 = \rho_{(\alpha \triangleright \beta)}(T)|\xi||_2$.

ii) Using i) and the relation $\text{Cofix}(V)^*\text{Cofix}(V) \subseteq M(\mathfrak{B}^\dagger)$, we find that $[\text{Cofix}(V)^*\text{Cofix}(V)] \subseteq [\text{Cofix}(V)^*\text{Cofix}(V)] = [\rho\beta(M(\mathfrak{B}))\text{Cofix}(V)] \subseteq \text{Cofix}(V)$.

Therefore, $[\text{Cofix}(V)^*\text{Cofix}(V)]$ is a $C^*$-algebra and $\text{Cofix}(V)$ is a Hilbert $C^*$-module over $[\text{Cofix}(V)^*\text{Cofix}(V)]$. Now, [15, p. 5] implies that the inclusion above is an equality.

iii) This follows from ii) and Remark 4.10 ii).

**Definition 4.13.** The $C^*$-pseudo-multiplicative unitary $V$ is étale if $\eta^*\eta = \text{id}_\mathfrak{B}$ for some $\eta \in \text{Fix}(V)$, proper if $\xi^*\xi = \text{id}_\mathfrak{B}$ for some $\xi \in \text{Cofix}(V)$, and compact if it is proper and $\mathfrak{B}, \mathfrak{B}^\dagger$ are unital.

**Example 4.14.** The $C^*$-pseudo-multiplicative unitary of a groupoid $G$ (subsection 2.3) is étale/proper/compact if and only if $G$ is étale/proper/compact. This follows from similar arguments as in [27, Theorem 7.12].

**Remarks 4.15.**

i) By Remark 4.10, $V$ is étale/proper if and only if $V^{\text{op}}$ is proper/étale.

ii) If $V$ is proper and $\xi \in \text{Cofix}(V)$, $\xi^*\xi = \text{id}_\mathfrak{B}$, then $[\rho\beta(\mathfrak{B})\rho\alpha(\mathfrak{B}^\dagger)] = [\rho\alpha(\mathfrak{B}^\dagger)\xi|2V|\xi\rho\beta(\mathfrak{B})] = [\langle \xi\mathfrak{B}^\dagger|2V|\xi\mathfrak{B}\rangle_2] \subseteq [\langle \beta|2V|\alpha\rangle_2] = \hat{A}_V$.

Similarly, if $V$ is étale, then $[\rho\beta(\mathfrak{B})\rho\alpha(\mathfrak{B}^\dagger)] \in A_V$. 
Fixed and cofixed vectors give rise to invariant operator-valued weights and counits on the legs of $V$ as follows.

**Definition 4.16.** Let $(A_{H}^{β,α}, ∆)$ be a Hopf $C^*$-bimodule over $b$.

A bounded left Haar weight for $(A_{H}^{β,α}, ∆)$ is a completely positive contraction $φ: A → B$ satisfying $φ(αb)(b) = φ(a)b$ and $φ(η|2Δ(a)|ξ⟩)⟩ = η^*ρ_β(φ(a)|ξ⟩)$ for all $a ∈ A, b ∈ B$, $ξ, ξ' ∈ α$. We call $φ$ normal if $φ ∈ Ω_M(β)(A)$.

Similarly, a bounded right Haar weight for $(A_{H}^{β,α}, ∆)$ is a completely positive contraction $ψ: A → B^1$ satisfying $ψ(αb^1) = φ(a)b^1$ and $ψ(η|2Δ(a)|ξ⟩)⟩ = η^*ψ(φ(a)|ξ⟩)$ for all $a ∈ A, b^1 ∈ B^1$, $η, η' ∈ β$. We call $ψ$ normal if $ψ ∈ Ω_M(α)(A)$.

A bounded (left/right) counit for $(A_{H}^{β,α}, ∆)$ is a morphism of $C^*$-$(b^1, b)$-algebras $ε: A_{H}^{β,α} → L(\mathcal{R}_{b}^{β,α})$ that makes the (left/right one of the) following two diagrams commute,

\[ A_{\alpha}^β A \xleftarrow{\Delta} A \quad \xrightarrow{A} A_{\alpha}^β A \]
\[ \mathcal{L}(\mathcal{R}_b^{β,α}) \xrightarrow{\Delta} \mathcal{L}(H) \quad \xleftarrow{A} \mathcal{L}(\mathcal{R}_b^{β,α}) \]

where the isomorphisms $\mathcal{L}(\mathcal{R}_b^{β,α}) ≅ \mathcal{L}(H) ≅ \mathcal{L}(H_{\alpha}^β \otimes_β \mathcal{R})$ are induced by the isomorphisms (4).

**Remark 4.17.** Let $(A_{H}^{β,α}, ∆)$ be a Hopf $C^*$-bimodule over $b$. Evidently, a completely positive contraction $φ: A → B$ is a normal bounded left Haar weight for $(A_{H}^{β,α}, ∆)$ if and only if $φ ∈ Ω_M(β)(A)$ and $(id * φ) * ∆ = ρ_β * φ$. A similar remark applies to right Haar weights.

**Theorem 4.18.** Let $V$ be an étale $C^*$-pseudo-multiplicative unitary.

i) There exists a contractive homomorphism $\hat{ε}: \hat{A}_V → \mathcal{L}(\mathcal{R})$ such that $\hat{ε}(|η|2V|x⟩) = η|x⟩$ for all $η ∈ β, x ∈ α$.

ii) Assume that $V$ is regular and let $D := [β^*, α]$. Then $D_{\mathcal{R}}^{β, α}$ is a $C^*$-$(b, b^1)$-algebra and $\hat{ε}$ is a morphism from $\hat{A}_V^{α, β}$ to $D_{\mathcal{R}}^{β, α}$ and a bounded counit for $(\hat{A}_V^{α, β}, ∆_{\hat{A}_V})$.

**Proof.** Choose an $η_0 ∈ Fix(V)$ with $η_0^*η_0 = id_\mathcal{R}$ and define $\hat{ε}: \hat{A}_V → \mathcal{L}(\mathcal{R})$ by $\hat{a} → η_0^*\hat{a}η_0$. Then $\hat{ε}$ is contractive. For all $ξ ∈ α, η ∈ β, x ∈ \mathcal{R}$,

\[ \langle η|2V|x⟩ η_0^*ξ = \langle η|2V(η_0 ⊙ ξ)| η_0 η_0^*ξ|, \]

and hence $\hat{a}η_0 = η_0^*\hat{a}$ and $\hat{ε}(\hat{b}a) = η_0^*\hat{b}aη_0 = η_0^*η_0^*\hat{a}η_0 = η_0^*\hat{a}η_0$. Assume that $V$ is regular. Then $D$ is a $C^*$-algebra and $\hat{ε}$ is a morphism by construction, $\hat{ε}$ is a $*$-homomorphism, $D = \hat{ε}(\hat{A}_V)$, $η_0^* ∈ L(αH_β^*, b^1)$, and $[η_0^*α] ≥ [η_0^*b^1] = \mathcal{B}$ and $[η_0^*β] ≥ [η_0^*b^1] ∈ \mathcal{B}^1$. Let $\hat{a} ∈ \hat{A}_V$. Then

\[ \langle ε * id)(\hat{A}_V(\hat{a})) = \langle \hat{η}_0|1\hat{A}_V(\hat{a})| η_0⟩1 \]

\[ = \langle η_0|1V^*(1 ⊙ \hat{a})V| η_0⟩1 = \langle η_0|1(1 ⊙ \hat{a})| η_0⟩1 = ρ_β(η_0^*\hat{a}) = \hat{a}, \]
and if \( \hat{a} = \langle \eta | 2V | \xi \rangle_2 \) for some \( \eta \in \beta, \xi \in \alpha \), then \( (\text{id} \ast \hat{\epsilon})(\Delta_V(\hat{a})) = \langle \eta | 2\Delta_V(\hat{a}) | \eta \rangle_2 = \hat{a} \)

because the following diagram commutes:

\[
\begin{array}{cccccc}
H & \overset{|\xi|_2}{\longrightarrow} & H_{\beta \beta^0} \otimes_{\alpha_0} H & \overset{V}{\longrightarrow} & H_{\alpha \beta} \otimes H & \overset{\text{id}}{\longrightarrow} & H_{\alpha \beta} \otimes H & \overset{|\eta|_2}{\longrightarrow} & H \\
|\eta_0\rangle_2 & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & |\eta_0\rangle_2 & |\eta_0\rangle_2 \\
H_{\beta \beta^0} \otimes_{\alpha_0} H & \overset{|\xi|_2}{\longrightarrow} & H_{\beta \beta^0} \otimes_{\alpha_0} H & \overset{V_{13} V_{23}}{\longrightarrow} & (H_{\beta \beta^0} \otimes_{\alpha_0} H)_{(\alpha \alpha^0)} \otimes H & \overset{|\eta|_3}{\longrightarrow} & H_{\beta \beta^0} \otimes_{\alpha_0} H & \downarrow & \Delta_V(\hat{a}) \end{array}
\]

Indeed, the lower cell commutes by equation (12), cell (*) commutes because \( V_{23}|\eta_0\rangle_2 = |\eta_0\rangle_2 \), and the other cells commute as well.

**Theorem 4.19.** Let \( V \) be a proper regular \( C^* \)-pseudo-multiplicative unitary. Then there exists a normal bounded left Haar weight \( \phi \) for \(((\hat{A}_V)_{\hat{\alpha}^0 \hat{\beta}}, \hat{\Delta}_V)\).

**Proof.** Choose \( \xi_0 \in \text{Cofix}(V) \) with \( \xi_0^* \xi_0 = \text{id}_\beta \). By Proposition 3.2 and Remark 4.10 i),

\[
[\xi_0^* \hat{A}_V \xi_0] = [\xi_0^* \rho_0(\mathcal{B}^1) \hat{A}_V \rho_0(\mathcal{B}^1) \xi_0] \subseteq [\beta^* \hat{A}_V \beta] \subseteq \mathcal{B}^1.
\]

Hence, we can define a completely positive map \( \hat{\phi} : \hat{A}_V \rightarrow \mathcal{B}^1 \) by \( \hat{a} \mapsto \xi_0^* \hat{a} \xi_0 \), and \( \phi \in \Omega_{M(\alpha)}(\hat{A}_V) \). For all \( \hat{a} \in \hat{A}_V \),

\[
(\hat{\epsilon} + \phi)(\Delta_V(\hat{a})) = \langle \xi_0 | 2V^*(\text{id} \otimes \hat{a}) V | \xi_0 \rangle_2 = \langle \xi_0 | 2(\text{id} \otimes \hat{a}) | \xi_0 \rangle_2 = \rho_b(\xi_0^* \hat{a} \xi_0).
\]

As an example, consider the \( C^* \)-pseudo-multiplicative unitary \( V : H_{\beta \beta^0} \otimes_{\alpha_0} H \rightarrow H_{\alpha \beta} \otimes H \) associated to a locally compact, Hausdorff, second countable groupoid \( G \) as in subsection 2.3.

**Proposition 4.20.**

i) Let \( G \) be étale. Then \( V \) is étale, \( \hat{A}_V \cong C_0(G), \hat{\epsilon} : (\hat{A}_V) \cong C_0(G^0), \) and \( \hat{\epsilon} \) is given by the restriction of functions on \( G \) to functions on \( G^0 \).

ii) Let \( G \) be proper. Then \( V^{op} \) is étale, \( \hat{A}_V = \hat{A}_{V^{op}} = C^*_v(G) \), and for each \( f \in C_c(G) \), the operator \( \hat{\epsilon}(L(f)) \in \mathcal{L}(L^2(G^0, \mu)) \) is given by

\[
(\hat{\epsilon}(L(f)) \varsigma)(u) = \int_{G^u} f(x) D^{-1/2}(x) \varsigma(s(x)) d\lambda^u(x) \quad \text{for all } \varsigma \in L^2(G^0, \mu), \ x \in G.
\]

**Proof.** For all \( \xi, \xi' \in C_c(G), \varsigma \in L^2(G^0, \mu) \) and \( u \in G^0 \), we have by Lemma 3.13

\[
(\hat{\epsilon}(m(\xi \ast \xi'))) \varsigma)(u) = (\hat{\epsilon}(\alpha_{\xi', \xi}) \varsigma)(u) = (j(\xi)^* j(\xi') \varsigma)(u) = \int_{G^u} \overline{\xi}(x) \xi'(x) \varsigma(u) d\lambda^u(x) = (\xi \ast \xi') \varsigma(u),
\]

\[
(\hat{\epsilon}(L(\xi \xi')) \varsigma)(u) = (\hat{\epsilon}(\alpha_{\xi', \xi}) \varsigma)(u) = (j(\xi)^* j(\xi') \varsigma)(u) = \int_{G^u} \overline{\xi}(x) \xi'(x) D^{-1/2}(x) \varsigma(s(x)) d\lambda^u(x). \quad \square
\]

**Proposition 4.21.**

i) Let \( G \) be proper. Then \( V \) is proper, \( \hat{A}_V \cong C_0(G) \), and the map \( \phi : \hat{A}_V \rightarrow C_0(G^0) \) given by \( (\phi(f))(u) = \int_{G^u} f(x) d\lambda^u(x) \) is a normal bounded left Haar weight for \(((\hat{A}_V)_{\hat{\alpha}^0 \hat{\beta}}, \hat{\Delta}_V)\).
ii) Let $G$ be étale. Then $V^\text{op}$ is proper and there exists a normal bounded left and right Haar weight $\phi$ for $(A_V)^{\beta,\alpha}_H, \Delta_V)$ given by $L(f) \mapsto f|_{G^0}$ for all $f \in C_c(G)$.

Proof. This follows from Theorem 4.19 and similar calculations as in 4.20. \qed
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1. Introduction

1.1. Overview. In the setting of von Neumann algebras, measurable quantum groupoids — in particular compact ones — were studied by Enock and Lesieur [6, 5, 8], building on Vallin’s Hopf-von Neumann bimodules and pseudo-multiplicative unitaries [20, 21] and Haagerup’s operator-valued weights.

In this article, we propose a definition of compact quantum groupoids in the setting of $C^*$-algebras — briefly called compact $C^*$-quantum groupoids — building on the notion of a Hopf-$C^*$-bimodule and a $C^*$-pseudo-multiplicative unitary [15, 16, 17]. To each compact $C^*$-quantum groupoid, we associate a regular $C^*$-pseudo-multiplicative unitary, a dual Hopf $C^*$-bimodule, and a measurable quantum groupoid. To illustrate the general theory, we outline several examples of compact $C^*$-quantum groupoids: the $C^*$-algebra of continuous functions on a compact groupoid, the reduced $C^*$-algebra of an étale groupoid with compact base, and principal compact $C^*$-quantum groupoids.

Further results on the dual Hopf $C^*$-bimodule of a compact quantum groupoid and a detailed discussion of the examples listed above can be found in [19]. An article on the general framework of Hopf $C^*$-bimodules and $C^*$-pseudo-multiplicative unitaries is in preparation [15].

1.2. Plan. This article is organized as follows. The definition a compact quantum groupoid in the setting of $C^*$-algebras and the necessary preliminaries are introduced in Sections 2–4. Recall that a measured compact groupoid consists of a base space $G^0$, a total space $G$, range and source maps $r, s : G \to G^0$, a multiplication $G \times_r G \to G$, a left and a right Haar system, and a quasi-invariant measure on $G^0$. Roughly, the corresponding ingredients of a compact $C^*$-quantum groupoid are unital $C^*$-algebras $B$ and $A$, representations $r, s : B^{(op)} \to A$, a comultiplication $\Delta : A \to A \ast A$, a left and a right Haar weight $\phi, \psi : A \to B^{(op)}$, and a KMS-state on $B$, subject to several axioms. We introduce these ingredients in several steps. First, we focus on the tuple $(B, A, r, \phi, s, \psi)$, which can be considered as a compact $C^*$-quantum graph, and review some related constructions (Section 2). Next, we construct the fiber product $A \ast A$ and the underlying relative tensor product of Hilbert modules [15, 16, 17] (Section 3). Finally, we give the definition of a compact $C^*$-quantum groupoid and establish first properties like uniqueness of the Haar weights up to scaling (Section 4).

In Sections 5–7, we study further properties of compact $C^*$-quantum groupoids and give some examples. First, we associate to every compact $C^*$-quantum groupoid a fundamental unitary and, using that unitary, a dual Hopf $C^*$-bimodule and a measurable
quantum groupoid (Section 5). The fundamental unitary generalizes the multiplicative unitaries of Baaj and Skandalis [1] and can be considered as a particular pseudo-multiplicative unitary in the sense of Vallin [21]. Second, we sketch examples of compact C*-quantum groupoids related to center-valued traces on C*-algebras and to compact or étale groupoids (Section 6, 7).

1.3. Preliminaries. Let us fix some general notation and terminology.

Given a subset \( Y \) of a normed space \( X \), we denote by \( [Y] \subseteq X \) the closed linear span of \( Y \). Given a Hilbert space \( H \) and a subset \( X \subseteq \mathcal{L}(H) \), we denote by \( X' \) the commutant of \( X \). Given a C*-algebra \( A \) and a C*-subalgebra \( B \subseteq M(A) \), we denote by \( A \cap B' \) the relative commutant \( \{a \in A \mid ab = ba \text{ for all } b \in B \} \). All sesquilinear maps like inner products of Hilbert spaces are assumed to be conjugate-linear in the first component and linear in the second one.

We shall make extensive use of (right) Hilbert C*-modules [7].

Let \( A \) and \( B \) be C*-algebras. Given Hilbert C*-modules \( E \) and \( F \) over \( B \), we denote the space of all adjointable operators from \( E \) to \( F \) by \( \mathcal{L}_B(E, F) \). Let \( E \) and \( F \) be C*-modules over \( A \) and \( B \), respectively, and let \( \pi : A \to \mathcal{L}_B(F) \) be a *-homomorphism. Recall that the internal tensor product \( E \otimes_A F \) is a Hilbert C*-module over \( B \) [7, §4] and the closed linear span of elements \( \eta \otimes_{\pi} \xi \), where \( \eta \in E \) and \( \xi \in F \) are arbitrary, and \( \langle \eta \otimes_{\pi} \xi \eta' \otimes_{\pi} \xi' \rangle = \langle \xi \pi(\langle \eta \eta' \rangle) \xi' \rangle \) and \( (\eta \otimes_{\pi} \xi)b = \eta \otimes_{\pi} \xi b \) for all \( \eta, \eta' \in E, \xi, \xi' \in F, b \in B \). We denote the internal tensor product by "\( \otimes \)" and drop the index \( \pi \) if the representation is understood; thus, for example, \( E \otimes_{\pi} F = E \otimes_{\pi} F = E \otimes_{\pi} F \).

We also define a flipped internal tensor product \( F_{\pi} \otimes E \) as follows. We equip the algebraic tensor product \( F \otimes E \) with the structure maps \( \langle \xi \otimes \eta \xi' \otimes \eta' \rangle := \langle \xi \pi(\langle \eta \eta' \rangle) \xi' \rangle \). \( \langle \xi \otimes \eta \rangle b := \xi b \otimes \eta \), form the separated completion, and obtain a Hilbert C*-module \( F_{\pi} \otimes E \) which is the closed linear span of elements \( \xi \otimes_{\pi} \eta \), where \( \eta \in E \) and \( \xi \in F \) are arbitrary, and \( \langle \xi \otimes_{\pi} \eta \xi' \otimes_{\pi} \eta' \rangle = \langle \xi \pi(\langle \eta \eta' \rangle) \xi' \rangle \) and \( \langle \xi \otimes_{\pi} \eta \rangle b = \xi b \otimes_{\pi} \eta \) for all \( \eta, \eta' \in E, \xi, \xi' \in F, b \in B \). As above, we drop the index \( \pi \) and simply write "\( \otimes \)" instead of "\( \otimes_{\pi} \)" if the representation \( \pi \) is understood. Evidently, the usual and the flipped internal tensor product are related by a unitary \( \Sigma : F \otimes E \xrightarrow{\sim} E \otimes F, \eta \otimes \xi \mapsto \xi \otimes \eta \).

Finally, let \( E_1, E_2 \) be Hilbert C*-modules over \( A \), let \( F_1, F_2 \) be Hilbert C*-modules over \( B \) with completely positive maps \( \pi_i : A \to \mathcal{L}_B(F_i) (i = 1, 2) \), and let \( T \in \mathcal{L}_B(F_1, F_2) \) such that \( T \pi_i(a) = \pi_2(a)T \) for all \( a \in A \). Then there exists a unique operator \( S \otimes T \in \mathcal{L}_B(E_1 \otimes F_1, E_2 \otimes F_2) \) such that \( (S \otimes T)(\eta \otimes \xi) = S \eta \otimes T \xi \) for all \( \eta \in E_1, \xi \in F_1 \), and \( (S \otimes T)^* = S^* \otimes T^* \) [3, Proposition 1.34]

2. Compact C*-quantum graphs

The first ingredient in the definition of a compact C*-quantum groupoid is a compact C*-quantum group with a coinvolution. Roughly, the latter consists of a C*-algebra \( B \) with a faithful KMS-state, a C*-algebra \( A \), two compatible module structures consisting of representations \( B, B^{op} \to A \) and conditional expectations \( A \to B, B^{op} \), and a *-antiautomorphism of \( A \) that intertwines these module structures. Thinking of the underlying graph of a groupoid, these objects correspond to the space of units with a quasi-invariant measure, the total space of arrows, the range and the source map, the left and the right Haar weight, and the inversion of the groupoid.
Before we can define compact $C^*$-quantum graphs and coinvolutions, we have to recall KMS-states on $C^*$-algebras, introduce module structures on $C^*$-algebras with respect to such states, and present an associated GNS-Rieffel-construction.

2.1. KMS-states on $C^*$-algebras and associated GNS-constructions. Let $\mu$ be a faithful KMS-state on a $C^*$-algebra $B$ [11, §8.12]. We denote by $\sigma^\mu$ the modular automorphism group, by $H_\mu$ the GNS-space, by $\Lambda_\mu: B \to H_\mu$ the GNS-map, by $\zeta_\mu = \Lambda_\mu(1_B)$ the cyclic vector, and by $J_\mu: H_\mu \to H_\mu$ the modular conjugation associated to $\mu$. Recall that

$$J_\mu \Lambda_\mu(b) = \Lambda_\mu(\sigma^\mu_{1/2}(b)^*) \quad \text{for all } b \in \text{Dom}(\sigma^\mu_{1/2}).$$

We omit explicit mentioning of the GNS-representation $\pi_\mu: B \to \mathcal{L}(H_\mu)$ and identify $B$ with $\pi_\mu(B)$; thus, $\Lambda_\mu(b) = b\zeta_\mu$ for all $b \in B$.

We denote by $B^{opp}$ the opposite $C^*$-algebra of $B$, which coincides with $B$ as a Banach space with involution but has the reversed multiplication, by $B \to B^{opp}$, $b \mapsto b^{opp}$, the canonical antiautomorphism, and by $\mu^{opp}: B^{opp} \to \mathbb{C}$, $b^{opp} \mapsto \mu(b)$, the opposite state of $\mu$. Using formula (1), one easily verifies that $\mu^{opp}$ is a KMS-state, that the modular automorphism group $\sigma^{\mu^{opp}}$ is given by $\sigma^{\mu^{opp}}_t(b^{opp}) = \sigma^\mu_t(\sigma^\mu_{-t}(b)^*)$ for all $b \in B$, $t \in \mathbb{R}$, and that one can always choose the GNS-space and GNS-map for $\mu^{opp}$ such that $H_{\mu^{opp}} = H_\mu$ and $\Lambda_{\mu^{opp}}(b^{opp}) = J_\mu \Lambda_\mu(b^*)$ for all $b \in B$. Then $\zeta_{\mu^{opp}} = \zeta_\mu$, $J_{\mu^{opp}} = J_\mu$, $\pi_{\mu^{opp}}(b) = J_\mu \pi_\mu(b)^* J_\mu$ for all $b \in B$, and for all $b \in \text{Dom}(\sigma^\mu_{-1/2})$, $x \in B$,

$$\Lambda_{\mu^{opp}}(b^{opp}) = \Lambda_\mu(\sigma^\mu_{-1/2}(b)), \quad b^{opp}\Lambda_\mu(x) = \Lambda_\mu(x\sigma^\mu_{-1/2}(b)).$$

For later application, we note the extension to von Neumann algebras: The state $\tilde{\mu}$ on $N := B'' \subseteq \mathcal{L}(H_\mu)$ given by $y \mapsto \langle \zeta_\mu | y \zeta_\mu \rangle$ is the unique normal extension of $\mu$, it is faithful because $\zeta_\mu$ is cyclic for $\pi_{\mu^{opp}}(B^{opp}) \subseteq N'$, and the Hilbert space $H_\mu$ and the map $\Lambda_{\tilde{\mu}}: N \to H_\mu$, $y \mapsto y\zeta_\mu$, form a GNS-representation for $\tilde{\mu}$.

2.2. Module structures and associated Rieffel constructions. We shall use the following kind of module structures on $C^*$-algebras relative to KMS-states:

Definition 2.1. Let $\mu$ be a faithful KMS-state on a unital $C^*$-algebra $B$. A $\mu$-module structure on a unital $C^*$-algebra $A$ consists of a unital embedding $r: B \to A$ and a faithful completely positive map $\phi: A \to B$ such that $r \circ \phi: A \to r(B)$ is a unital conditional expectation, $\nu := \mu \circ \phi$ is a KMS-state, and $\sigma^\nu_t \circ r = r \circ \sigma^\mu_t$, $\sigma^\nu_t \circ \phi = \phi \circ \sigma^\nu_t$ for all $t \in \mathbb{R}$.

Given a module structure as above, we can form a GNS-Rieffel-construction:

Lemma 2.2. Let $\mu$ be a faithful KMS-state on a unital $C^*$-algebra $B$, let $(r, \phi)$ be a $\mu$-module structure on a unital $C^*$-algebra $A$, and put $\nu := \mu \circ \phi$.

i) There exists a unique isometry $\zeta_\phi: H_\mu \to H_\nu$ such that $\zeta_\phi \Lambda_\mu(b) = \Lambda_\nu(r(b))$ for all $b \in B$.

ii) $\zeta_\phi J_\mu = J_\nu \zeta_\phi$, $\zeta_\phi b = r(b) \zeta_\phi$, $\zeta_\phi^* \Lambda_\nu(a) = \Lambda_\mu(\phi(a))$, $\zeta_\phi^* a = \phi(a) \zeta_\phi^*$ for all $b \in B$, $a \in A$.

iii) There exists a $\mu^{opp}$-module structure $(r^{opp}, \phi^{opp})$ on $A^{opp}$ such that $r^{opp}(b^{opp}) = r(b)^{opp}$ and $\phi^{opp}(a^{opp}) = \phi(a)^{opp}$ for all $b \in B$, $a \in A$. For all $b \in B$, $\zeta_\phi \Lambda_{\mu^{opp}}(b^{opp}) = \Lambda_{\nu^{opp}}(r^{opp}(b^{opp})).$
iv) Put $N := B^p \subseteq \mathcal{L}(H_\mu)$, $M := A^p \subseteq \mathcal{L}(H_\nu)$. Then $r$ extends uniquely to a normal embedding $\tilde{r} : N \to M$, and $\phi$ extends uniquely to a faithful normal completely positive map $\tilde{\phi} : M \to N$. Moreover, $\tilde{\nu} = \tilde{\mu} \circ \tilde{\phi}$, $\zeta_{\phi} y = \tilde{r}(y) \zeta_{\tilde{\phi}}$, $\zeta_{\tilde{\phi}} x = \tilde{\phi}(x) \zeta_{\tilde{\phi}}$, $\tilde{\phi}(x \tilde{r}(y)) = \tilde{\phi}(x) \tilde{\phi}(y)$ for all $x \in M$, $y \in N$.

Proof. (1)–(3) The proof of assertion (1) is straightforward, and $\zeta_{\phi} J_\mu = J_\mu \zeta_{\tilde{\phi}}$, because $\text{Dom}(\sigma^{\mu}_{i/2})$ is dense in $B$ and because $\zeta_{\phi} J_\mu \Lambda_\mu(b) = \zeta_{\tilde{\phi}} \Lambda_{\tilde{\phi}}(\sigma^{\mu}_{i/2}(b)^*) = \Lambda_{\tilde{\phi}}(\sigma^{\mu}_{i/2}(r(b))^*) = J_\nu \zeta_{\phi} \Lambda_\mu(b)$ for all $b \in \text{Dom}(\sigma^{\mu}_{i/2})$. The proof of the remaining assertions is routine.

(4) Since $r(b)a^{op}\zeta_{\phi} = a^{op}\zeta_{\phi} b$ for all $a \in A$, $b \in B$ and $[A^{op}\zeta_{\phi} H_\mu] = H_\nu$, $r$ is continuous with respect to the $\sigma$-weak topologies on $\mathcal{L}(H_\mu)$ and $\mathcal{L}(H_\nu)$ and extends uniquely to $\tilde{r} : M \to N$ as claimed. The map $\tilde{\phi}$ is uniquely determined by $\tilde{\phi}(x) = \zeta_{\tilde{\phi}} x \zeta_{\tilde{\phi}}$ for all $x \in M$, and $\tilde{r}(x) = \langle \zeta_{\tilde{\phi}} | x \zeta_{\tilde{\phi}} \rangle = \langle \zeta_{\mu} | \zeta_{\tilde{\phi}} x \zeta_{\tilde{\phi}} \mu \rangle = (\tilde{\mu} \circ \tilde{\phi})(x)$ for all $x \in M$. Since $\phi$ is faithful, so are $\nu$, $\tilde{\nu}$ and necessarily also $\tilde{\phi}$. The proof of the remaining assertions is routine again. □

2.3. Compact $C^*$-quantum graphs. We need the following simple variant of a Radon-Nikodym derivative for KMS-states:

Lemma 2.3. Let $A$ be a unital $C^*$-algebra with a faithful KMS-state $\nu$ and a positive invertible element $\delta$ such that $\nu(\delta) = 1$ and $\sigma^\nu_t(\delta) = \delta$ for all $t \in \mathbb{R}$.

i) The state $\nu_\delta$ on $A$ given by $\nu_\delta(a) = \nu(\delta^{1/2} a \delta^{1/2})$ for all $a \in A$ is a faithful KMS-state and $\sigma^\nu_t = \text{Ad}_{\delta^{t/2}} \circ \sigma^\nu_t = \sigma^\nu_t \circ \text{Ad}_{\delta^{t/2}}$ for all $t \in \mathbb{R}$.

ii) The map $\Lambda_{\nu_\delta} : A \to H_\nu$, $a \mapsto \Lambda_\nu(\delta^{1/2})$, is a GNS-map for $\nu_\delta$, and the associated modular conjugation $J_{\nu_\delta}$ is equal to $J_\nu$.

iii) If $\delta \in A$ is another positive invertible element satisfying $\nu(\delta) = 1$, $\sigma^\nu_t(\delta) = \delta$ for all $t \in \mathbb{R}$, and $\nu_\delta = \nu_\delta$, then $\delta = \delta$. □

Definition 2.4. A compact $C^*$-quantum graph is a tuple $\mathcal{G} = (B, M, A, r, \phi, s, \psi, \delta)$ that consists of

i) a unital $C^*$-algebra $B$ with a faithful KMS-state $\mu$ and a unital $C^*$-algebra $A$,

ii) a $\mu$-module structure $(r, \phi)$ and a $\mu^{op}$-module structure $(s, \psi)$ on $A$, respectively, such that $r(B)$ and $s(B^{op})$ commute,

iii) a positive, invertible, $\sigma^\mu$-invariant element $\delta \in A \cap r(B)^\prime \cap s(B^{op})^\prime$ satisfying $\nu(\delta) = 1$ and $\mu^{op} \circ \psi = (\mu \circ \phi) \delta$.

Given such a compact $C^*$-quantum graph, we put $\nu := \mu \circ \phi$, $\nu^{-1} := \mu^{op} \circ \psi$ and denote by $\zeta_{\phi}, \zeta_{\psi} : H_\mu \to H_\nu$ the isometries defined in Lemma 2.2.

Till the end of this section, let $\mathcal{G}$ be a compact $C^*$-quantum graph as above. Since $\psi(r(b))c^{op} = \psi(r(b)s(c^{op})) = \psi(s(c^{op})r(b)) = c^{op}\psi(r(b))$ and $\phi(s(b^{op}))c = c\phi(s(b^{op}))$ for all $b, c \in B$, we can define completely positive maps

$$\tau := \psi \circ r : B \to Z(B^{op}) \quad \text{and} \quad \tau^\dagger := \phi \circ r : B^{op} \to Z(B).$$

We identify $Z(B)$ and $Z(B^{op})$ with $B \cap B^{op} \subseteq \mathcal{L}(H_\mu)$ in the natural way.

Clearly, $\nu \circ r = \mu \circ \phi \circ r = \mu$ and $\nu^{-1} \circ s = \mu^{op} \circ \psi \circ s = \mu^{op}$. The compositions $\nu \circ s = \mu \circ \tau$ and $\nu^{-1} \circ r = \mu^{op} \circ \tau$ are related to $\mu^{op}$ and $\mu$, respectively, as follows.
Lemma 2.5. i) \( \phi(\delta) \in B \) and \( \psi(\delta^{-1}) \in B^\text{op} \) are positive, invertible, central, invariant with respect to \( \sigma^\mu \) and \( \sigma^{\mu\text{op}} \), respectively, and \( \mu(\phi(\delta)) = 1 = \mu^{\text{op}}(\psi(\delta^{-1})) \).

ii) \( \nu^{-1} \circ \tau = \mu^{\text{op}} \circ \tau = \mu(\phi(\delta)) \) and \( \nu \circ \sigma = \mu(\phi(\delta)^{1/2}b\phi(\delta)^{1/2}) \) for all \( \nu \in B \).

Proof. (1) We only prove the assertions concerning \( \phi(\delta) \). Since \( \delta \) is positive and invertible, there exists an \( \epsilon > 0 \) such that \( \delta > \epsilon 1_B \), and since \( \phi \) is positive, we can conclude \( \phi(\delta) > \epsilon \phi(1_B) = 1_B \). Therefore, \( \phi(\delta) \) is positive and invertible. It is central because \( b\phi(\delta) = \phi(r(b)\delta) = \phi(\delta r(b)) = \phi(\delta)b \) for all \( b \in B \), and invariant under \( \sigma^\mu \) because \( \sigma^{\mu_t}(\phi(\delta)) = \phi(\sigma^\mu_t(\delta)) = \phi(\delta) \) for all \( t \in \mathbb{R} \).

(2) The first relation holds because \( \nu^{-1}(r(b)) = \mu(\phi(\delta^{1/2}r(b)\delta^{1/2})) = \mu(b\phi(\delta)) = \mu(\phi(\delta)^{1/2}b\phi(\delta)^{1/2}) \) for all \( \nu \in B \). The second relation follows similarly. \( \square \)

2.4. Coinvolutions. The unitary antipode of a compact \( C^* \)-quantum groupoid will be a coinvolution of the underlying compact \( C^* \)-quantum graph.

Definition 2.6. A coinvolution for \( G \) is a \(*\)-anti-involution \( R: A \to A \) satisfying \( R \circ R = \text{id}_A \) and \( R(r(b)) = s(b^{\text{op}}), \phi(R(a)) = \psi(a)^{\text{op}} \) for all \( b \in B, a \in A \).

Lemma 2.7. Let \( R \) be a coinvolution for \( G \).

i) \( R(\delta) = \delta^{-1}, \phi(\delta) = \psi(\delta^{-1})^{\text{op}}, \nu \circ R = \nu^{-1}, \sigma^{\nu_t}_t \circ R = R \circ \sigma^{\nu_{-t}}_{-t} \) for all \( t \in \mathbb{R} \).

ii) \( \tau(b) = \tau(b^{\text{op}}) \) for all \( b \in B \).

iii) There exists a unique antiunitary \( I: H_\nu \to H_\nu, \Lambda_{\nu-1}(a) \to \Lambda_\nu(R(a)^{\#}), \) and \( I\Lambda_\nu(a) = \Lambda_\nu(R(a\delta^{1/2})^{\#}), Ia^{\#}I = R(a) \) for all \( a \in A, I^2 = \text{id}_H, I\psi J_\mu = \zeta_\phi, IJ_\nu = J_\nu I \).

Proof. (1) The last equation follows from the fact that \( R \) is an anti-involution and that \( \nu \circ R = \nu^{-1} \). Lemma 2.3 (3) implies that the element \( \delta' = R(\delta^{-1}) \) is equal to \( \delta \) because \( \nu(\delta') = \nu^{-1}(\delta^{-1}) = \nu(1) = 1, \sigma^{\nu_t}_t = R(\sigma^{\nu_{-t}}_{-t}(\delta^{-1})) = R(\delta^{-1}) = \delta' \) and \( \nu_1(a) = \nu^{-1}(a) = \nu(R(a)) = \nu^{-1}(\delta^{-1/2}R(a)\delta^{-1/2}) = \nu(\delta^{1/2}a\delta^{1/2}) \) for all \( a \in A \). Finally, \( \phi(\delta) = (\psi \circ R)(R(\delta^{-1}))^{\text{op}} = \psi(\delta^{-1})^{\text{op}} \).

(2) \( (\phi \circ R \circ R \circ s)(b^{\text{op}}) = (\psi \circ r)(b)^{\text{op}} \) for all \( b \in B \).

(3) The formula for \( I \) defines an antiunitary since \( \nu(R(a)R(a)^{\#}) = (\nu \circ R)(a^{\#}) = \nu^{-1}(a^{\#}a) \) for all \( a \in A \). The first two equations given in (3) follow immediately. The remaining equations follow from the fact that for all \( a \in A, b \in B, c \in \text{Dom}(a^{\#}) \),

\[
I^2\Lambda_\nu(a) = \Lambda_\nu(R(a\delta^{1/2}b\delta^{1/2})^{\#}) = \Lambda_\nu(a\delta^{1/2}b\delta^{1/2}) = \Lambda_\nu(a),
I\zeta_\psi J_\mu \Lambda_\nu(b^{\#}) = I\zeta_\psi \Lambda_\mu^{\text{op}}(b^{\text{op}}) = I\Lambda_{\mu-1}(s(b^{\text{op}})) = \Lambda_\nu(r(b)^{\#}) = \zeta_\phi \Lambda_\mu(b^{\#}),
J_\nu I\Lambda_{\nu-1}(a) = \Lambda_\nu(\sigma^{\nu_t}_{1/2}(R(a)^{#})^{\#}) = \Lambda_\nu(R(\sigma^{\nu_{-t}}_{1/2}(a)^{#})^{\#}) = IJ_{\nu-1}\Lambda_{\nu-1}(a). \]

\( \square \)

3. THE RELATIVE TENSOR PRODUCT AND THE FIBER PRODUCT

Fundamental to our definition of a compact \( C^* \)-quantum groupoid are \( C^* \)-modules and \( C^* \)-algebras over KMS-states, the relative tensor product of such \( C^* \)-modules, and the fiber product of such \( C^* \)-algebras. The fiber product is needed to define the target of the comultiplication, and the relative tensor product is needed to define this fiber product and the domain and the range of the fundamental unitary.

For proofs and further details, we refer to [15, 16, 17].
3.1. $C^*$-modules and $C^*$-algebras over KMS-states. We adopt the framework of $C^*$-modules and $C^*$-algebras over $C^*$-bases [15, 16, 17], but restrict to $C^*$-bases associated to KMS-states. A $C^*$-base is a triple $(H, B, B^1)$ consisting of a Hilbert space $H$ and two commuting nondegenerate $C^*$-algebras $B, B^1 \subseteq \mathcal{L}(H)$. Let $\mu$ be a faithful KMS-state on a unital $C^*$-algebra $B$. Then $(H_\mu, B, B^{\text{op}})$ is a $C^*$-base, where $H_\mu$ is the GNS-space for $\mu$ and $B$ and $B^{\text{op}}$ act on $H_\mu = H^{\text{op}}$ via the GNS-representations. Thus, we can reformulate the theory developed in [17] for concrete KMS-states instead of general $C^*$-bases.

Definition 3.1. A $C^*$-$\mu$-module is a pair $H_\alpha = (H, \alpha)$, where $H$ is a Hilbert space and $\alpha \subseteq \mathcal{L}(H, H)$ is a closed subspace satisfying $[\alpha H] = H$, $[\alpha B] = \alpha$, and $[\alpha^* \alpha] = B \subseteq \mathcal{L}(H_\mu)$. A morphism between $C^*$-$\mu$-modules $H_\alpha$ and $H_\beta$ is an operator $T \in \mathcal{L}(H_\alpha, H_\beta)$ satisfying $T\alpha \subseteq \beta$, $T^*\beta \subseteq \alpha$. We denote the set of all such morphisms by $\mathcal{L}(H_\alpha, H_\beta)$.

Lemma 3.2. Let $H_\alpha$ be a $C^*$-$\mu$-module.

i) $\alpha$ is a Hilbert $C^*$-$B$-module with inner product $(\xi, \xi') \mapsto \xi^* \xi'$.

ii) There exist isomorphisms $\alpha \otimes H_\mu \rightarrow H$, $\xi \otimes \zeta \mapsto \xi \otimes \zeta$, and $H_\mu \otimes \alpha \rightarrow H$, $\zeta \otimes \xi \mapsto \zeta \otimes \xi$.

iii) There exists a faithful, nondegenerate representation $\rho_\alpha : B^{\text{op}} \rightarrow \mathcal{L}(H)$ such that $\rho_\alpha(\xi \otimes \zeta) = \xi^* \rho_\alpha(\zeta)$ for all $b \in B$, $\xi \in \alpha$, $\zeta \in H_\mu$.

iv) Let $K_\beta$ be a $C^*$-$\mu$-module and $T \in \mathcal{L}(H_\alpha, K_\beta)$. Then $T\rho_\alpha(\xi) = \rho_\beta(\xi)T$ for all $b \in B$, and left multiplication by $T$ defines an operator in $\mathcal{L}_B(\alpha, \beta)$, again denoted by $T$.

Let $\mu_1, \ldots, \mu_n$ be faithful KMS-states on $C^*$-algebras $B_1, \ldots, B_n$.

Definition 3.3. A $C^*$-($\mu_1, \ldots, \mu_n$)-module is a tuple $(H, \mu_1, \ldots, \mu_n)$, where $H$ is a Hilbert space and $(H, \alpha_i)$ is a $C^*$-$\mu_i$-module for each $i = 1, \ldots, n$ such that $[\rho_\alpha_i(B_i^{\text{op}}) \alpha_i] = \alpha_j$ whenever $i \neq j$. In the case $n = 2$, we abbreviate $a H_\beta := (H, \alpha, \beta)$. The set of morphisms between $C^*$-($\mu_1, \ldots, \mu_n$)-modules $\mathcal{H} = (H, \mu_1, \ldots, \mu_n)$, $\mathcal{K} = (K, \gamma_1, \ldots, \gamma_n)$ is $\mathcal{L}(\mathcal{H}, \mathcal{K}) := \cap_{i=1}^n \mathcal{L}(H_{\alpha_i}, K_{\gamma_i}) \subseteq \mathcal{L}(H, K)$.

Remark 3.4. If $(H, \mu_1, \ldots, \mu_n)$ is a $C^*$-($\mu_1, \ldots, \mu_n$)-module, then $\rho_\alpha_i(B_i^{\text{op}}) \subseteq \mathcal{L}(H_{\alpha_i})$ and, in particular, $[\rho_\alpha_i(B_i^{\text{op}}), \rho_\alpha_j(B_j^{\text{op}})] = 0$ whenever $i \neq j$.

Definition 3.5. A $C^*$-($\mu_1, \ldots, \mu_n$)-algebra consists of a $C^*$-($\mu_1, \ldots, \mu_n$)-module $(H, \alpha_1, \ldots, \alpha_n)$ and a nondegenerate $C^*$-algebra $A \subseteq \mathcal{L}(H)$ such that $\rho_\alpha_i(B_i^{\text{op}}) A$ is contained in $A$ for each $i = 1, \ldots, n$. In the cases $n = 1, 2$, we abbreviate $A_\alpha^0 := (H, \alpha, A)$, $A_\alpha^1 := (\alpha H_\beta, A)$. A morphism of $C^*$-($\mu_1, \ldots, \mu_n$)-algebras $A = ((H, \alpha_1, \ldots, \alpha_n), A)$ and $\mathcal{C} = ((K, \gamma_1, \ldots, \gamma_n), \mathcal{C})$ is a nondegenerate $*$-homomorphism $\phi : A \rightarrow \mathcal{C}(M(C))$ such that $I_{\phi(i)} \alpha_i = \gamma_i$ for each $i = 1, \ldots, n$, where $I_{\phi,i} := \{ T \in \mathcal{L}(H_{\alpha_i}, K_{\gamma_i}) \} | \mathcal{T}a = \phi(a)T$ for all $a \in A \}$. We denote the set of all such morphisms by $\text{Mor}(A, \mathcal{C})$.

Remark 3.6. If $\phi$ is a morphism between $C^*$-$\mu$-algebras $A_\alpha^0$ and $C_K^\gamma$, then $\phi(\rho_\alpha(b^{\text{op}})) = \rho_\phi(b^{\text{op}})$ for all $b \in B$ [16, Lemma 2.2].

3.2. The $C^*$-module of a compact $C^*$-quantum graph. For every compact $C^*$-quantum graph, the GNS-Rieffel-construction in Lemma 2.2 yields a $C^*$-module as follows. Let $\mu$ be a faithful KMS-state on a unital $C^*$-algebra $B$ again.
Lemma 3.7. Let \((r, \phi)\) be a \(\mu\)-module structure on a unital \(C^*\)-algebra \(A\). Put \(\nu := \mu \circ \phi\), \(H := H_\nu\), \(\alpha := [A\zeta_\phi]\), \(\beta := [A^{\text{op}}\zeta_\phi]\), where \(\zeta_\phi\) is as in Lemma 2.2.

1. \(\sigma_H\beta\) is a \(C^*\)-\((\mu, \mu^{\text{op}})\)-module and \(\rho_\alpha = r^{\text{op}}, \rho_\beta = r\).
2. \(A^\beta_H\) is a \(C^*\)-\(\mu^{\text{op}}\)-algebra.
3. \(a^{\text{op}}\zeta_\phi = a^{\text{op}}\zeta_{\phi^{1/2}}(a)\zeta_\phi\) for all \(a \in \text{Dom}(\sigma_{\phi^{1/2}}) \cap r(B)'\).
4. \(A + (A \cap r(B)'r^{\text{op}}) \subseteq \mathcal{L}(H_\alpha)\) and \(A^{\text{op}} + (A \cap r(B)'r^{\text{op}}) \subseteq \mathcal{L}(H_\beta)\).

Proof. (1) Lemma 2.2 implies that \(H_\beta\) is a \(C^*\)-\(\mu\)-module and \(H_\beta\) a \(C^*\)-\(\mu^{\text{op}}\)-module. The equations for \(\rho_\alpha\) and \(\rho_\beta\) follow from the fact that by Lemma 2.2, \(\rho_\alpha(b^{\text{op}})a\zeta_\phi = a\zeta_\phi^{\text{op}}b^{\text{op}} = ar(b)^{\text{op}}\zeta_\phi\) and \(\rho_\beta(b)a^{\text{op}}\zeta_\phi = a^{\text{op}}r(b)\zeta_\phi = r(b)a^{\text{op}}\zeta_\phi\) for all \(b \in B\), \(a \in A\). Hence, \([\rho_\alpha(B^{\text{op}})\beta] = [r(B)^{\text{op}}A^{\text{op}}\zeta_\phi] = \beta\) and \([\rho_\beta(B)\alpha] = [r(B)A\zeta_\phi] = \alpha\), so \(\sigma_H\beta\) is a \(C^*\)-\((\mu, \mu^{\text{op}})\)-module.

(2) By (1), \([\rho_\beta(B)A] = [r(B)A] = A\).

(3) Since \(\sigma_{\phi^{1/2}}(r(B)) \subseteq r(B)\) for all \(t \in \mathbb{R}\), \(\sigma^\nu\) restricts to a one-parameter group of automorphisms of \(A \cap r(B)\); in particular, \(a \in \text{Dom}(\sigma_{\phi^{1/2}}) \cap r(B)'\) is dense in \(A \cap r(B)\). Now, the claim follows from the fact that \(a^{\text{op}}\zeta_\phi\lambda_{\mu}(b) = \lambda_{\mu}(r(b)\sigma_{\phi^{1/2}}(a)) = \lambda_{\mu}(a^{\text{op}}\zeta_\phi^{1/2}(a)\zeta_\phi\lambda_{\mu}(b)\psi)\) for all \(a \in r(B)' \cap \text{Dom}(\sigma_{\phi^{1/2}})\) and \(b \in B\).

(4) We only prove the first inclusion, the second one follows similarly. Clearly, \([A\zeta_\phi] = \alpha\), and by (3), \([A \cap r(B)'r^{\text{op}}\zeta_\phi] = [A(A \cap r(B)'r^{\text{op}})\zeta_\phi] \subseteq [A\zeta_\phi] = \alpha\).

For a compact \(C^*\)-quantum graph, Lemmas 2.7 and 3.7 imply:

Proposition 3.8. Let \(\mathcal{G} = (B, \mu, A, r, \phi, s, \psi, \delta)\) be a compact \(C^*\)-quantum graph. Put \(\nu := \mu \circ \phi, \nu^{-1} := \mu^{\text{op}} \circ \psi = \nu_0\) and

\[
H := H_\nu, \quad \alpha := [A\zeta_\phi], \quad \beta := [A^{\text{op}}\zeta_\phi], \quad \xi := [A^{\text{op}}\zeta_\phi].
\]

1. \((H, \alpha, \beta, \gamma)\) is a \(C^\times\)-\((\mu^{\text{op}}, \mu, \mu^{\text{op}})\)-module.
2. \(\sigma_H\beta\) is a \(C^*\)-\((\mu, \mu^{\text{op}})\)-algebra.
3. \(A^\beta_H\) is a \(C^*\)-\((\mu^{\text{op}}, \mu)\)-module.
4. \(\text{Let } R \text{ be a coinvolution for } \mathcal{G} \text{ and define } I : H_\nu \to H_\nu \text{ by } \Lambda_{\nu-1}(a) \mapsto \Lambda_{\nu}(R(a)^*)\).

Then \(I\beta J_\mu = \alpha\) and \(I\beta J_{\mu} = \alpha\).

3.3. The relative tensor product of \(C^*\)-modules. The relative tensor product of \(C^*\)-modules over KMS-states is a \(C^*\)-algebraic analogue of the relative tensor product of Hilbert spaces over a von Neumann algebra. We summarize the definition and main properties; for proofs and further details, see [15, 16, 17].

Let \(\mu\) be a faithful KMS-state on a \(C^*\)-algebra \(B\) and let \(H_\beta, K_\gamma\) be a \(C^*\)-module and a \(C^*\)-\(\mu^{\text{op}}\)-module, respectively. The relative tensor product of \(H_\beta\) and \(K_\gamma\) is the Hilbert space \(H_\beta \otimes_\mu K_\gamma := \beta \otimes H_\mu \otimes \gamma\). It is spanned by elements \(\zeta \otimes \xi \otimes \eta\), where \(\xi \in \beta, \zeta \in H_\mu, \eta \in \gamma\), and the inner product is given by \(\langle \xi \otimes \zeta \otimes \eta | \xi' \otimes \zeta' \otimes \eta' \rangle = \langle \zeta | \xi^{*}\eta^{*}\xi' \zeta' \rangle = \langle \xi | \xi' \eta^{*}\xi' \zeta' \rangle = \langle \zeta | \eta^{*}\xi' \zeta' \rangle\) for all \(\xi, \xi' \in \beta, \zeta, \zeta' \in H_\mu, \eta, \eta' \in \gamma\).

Obviously, there exists a flip isomorphism

\[
\Sigma : H_\beta \otimes_\mu K_\gamma \to K_\gamma \otimes_\mu \beta H, \quad \xi \otimes \zeta \otimes \eta \mapsto \eta \otimes \zeta \otimes \xi.
\]
The isomorphisms $\beta \otimes H_\mu \cong H, \xi \otimes \zeta \equiv \xi \zeta,$ and $H_\mu \otimes \gamma \cong K,$ $\zeta \otimes \eta \equiv \eta \zeta,$ of Lemma 3.2 induce the following isomorphisms, which we use without further notice:

$$H_{\rho_\beta \otimes \gamma} \cong H_{\beta \otimes \rho_\gamma} \otimes K, \quad \xi \otimes \eta \equiv \xi \otimes \zeta \otimes \eta \equiv \xi \otimes \eta \zeta.$$

Using these isomorphisms, we define the following tensor products of operators:

$$S_{\beta \otimes \gamma}T := S \otimes T \in \mathcal{L}(\beta \otimes \rho_\gamma, K) = \mathcal{L}(H_{\beta \otimes \gamma}, K) \text{ for all } S \in \mathcal{L}(H_\beta), T \in \rho_\gamma(B^T),$$

$$S_{\beta \otimes \gamma}T := S \otimes T \in \mathcal{L}(H_{\rho_\beta \otimes \gamma}) = \mathcal{L}(H_{\rho_\beta \otimes \gamma}, K) \text{ for all } S \in \rho_\beta(B^{\text{op}}), T \in \mathcal{L}(K_\gamma).$$

Note that $S \otimes T = S \otimes \text{id} \otimes T = S \otimes T$ for all $S \in \mathcal{L}(H_\beta), T \in \mathcal{L}(K_\gamma)$.

For each $\xi \in \beta, \eta \in \gamma,$ there exist bounded linear operators

$$|\xi>1 : K \to H_{\beta \otimes \gamma}K, \quad \omega \mapsto \xi \otimes \omega, \quad \langle \xi|1 := \langle \xi|_\beta \otimes \omega \mapsto \rho_\gamma(\xi \otimes \omega),$$

$$|\eta>2 : H \to H_{\beta \otimes \gamma}K, \quad \omega \mapsto \omega \otimes \eta, \quad \langle \eta|2 := \langle \eta|_\beta \otimes \omega \mapsto \rho_\gamma(\xi \otimes \eta).$$

We put $|\beta>1 := \{|\xi>1 | \xi \in \beta \}$ and similarly define $|\beta>1, |\gamma>2, \langle \gamma|2$. Assume that $\mathcal{H} = (H, \alpha_1, \ldots, \alpha_m, \beta)$ is a $C^\ast$-$(\sigma_1, \ldots, \sigma_m, \mu)$-module and that $K = (K, \gamma, \delta_1, \ldots, \delta_n)$ is a $C^\ast$-$(\mu^{op}, \tau_1, \ldots, \tau_n)$-module, where $\sigma_1, \ldots, \sigma_m, \tau_1, \ldots, \tau_n$ are faithful KMS-states on $C^\ast$-algebras $A_1, \ldots, A_m, C_1, \ldots, C_n$. We put

$$\alpha_i \otimes \gamma := |\gamma>2\alpha_i \in \mathcal{L}(H_{\sigma_i} \otimes \gamma, H_{\beta \otimes \gamma}, K), \quad \beta \otimes \delta_j := |\beta>1\delta_j \in \mathcal{L}(H_{\gamma} \otimes \beta \otimes \gamma, K)$$

for all $i = 1, \ldots, m, j = 1, \ldots, n$. Then $(H_{\beta \otimes \gamma}K, \alpha_1 \otimes \gamma, \ldots, \alpha_m \otimes \gamma, \beta \otimes \delta_1, \ldots, \beta \otimes \delta_n)$ is a $C^\ast$-$(\sigma_1, \ldots, \sigma_m, \tau_1, \ldots, \tau_n)$-module, called the relative tensor product of $\mathcal{H}$ and $K$ and denoted by $\mathcal{H} \otimes K$. For all $i = 1, \ldots, m, a \in A_i$ and $j = 1, \ldots, n, c \in C_j$, $\rho(a \otimes \gamma)(a^{op}) = \rho(a_1(a^{op}) \beta \otimes \gamma) \text{id}$, $\rho(\beta \otimes \delta_j)(c^{op}) = \text{id} \beta \otimes \gamma \rho(\delta_j)(c^{op})$.

The relative tensor product has nice categorical properties:

Bifunctoriality. If $\tilde{\mathcal{H}} = (\tilde{H}, \tilde{\alpha}_1, \ldots, \tilde{\alpha}_m, \tilde{\beta})$ is a $C^\ast$-$(\tilde{\sigma}_1, \ldots, \tilde{\sigma}_m, \tilde{\mu})$-module, $\tilde{K} = (\tilde{K}, \tilde{\gamma}, \tilde{\delta}_1, \ldots, \tilde{\delta}_n)$ a $C^\ast$-$(\mu^{op}, \tau_1, \ldots, \tau_n)$-module, and $S \in \mathcal{L}(\mathcal{H}, \mathcal{H}), T \in \mathcal{L}(\mathcal{K}, \mathcal{K}),$ then there exists a unique operator $\tilde{S} \otimes \tilde{T} \in \mathcal{L}(\tilde{\mathcal{H}} \otimes \tilde{\mathcal{K}}, \tilde{\mathcal{H}} \otimes \tilde{\mathcal{K}})$ satisfying

$$(S \otimes T)(\xi \otimes \zeta \otimes \eta) = S \xi \otimes \zeta \otimes \eta \quad \text{for all } \xi \in \beta, \zeta \in H_\mu, \eta \in \gamma.$$
Unitality. If we embed $B, B^{op}$ into $L(H_\mu)$ via the GNS-representations, then $U := (H_\mu, B^{op}, B)$ is a $C^\ast-(\mu^{op}, \mu)$-module and the maps
$$H_\mu \otimes_{B^{op}} H_\mu \to H_\mu, \xi \otimes \zeta \otimes b^{op} \to \xi b^{op} \zeta,$$
are isomorphisms of $C^\ast-(\sigma_1, \ldots, \sigma_m, \mu)$-modules and $C^\ast-(\mu^{op}, \tau_1, \ldots, \tau_n)$-modules $H_\mu \otimes_{\mu} U \cong H_\mu$ and $U \otimes_{\mu} K \cong K$, respectively, natural in $H_\mu$ and $K$.

Associativity. Assume that $\nu, \rho_1, \ldots, \rho_l$ are faithful KMS-states on some $C^\ast$-algebras and that $\hat{K} = (K, \gamma, \delta_1, \ldots, \delta_n, \epsilon)$ is a $C^\ast-(\mu^{op}, \tau_1, \ldots, \tau_n, \nu)$-module and $L = (L, \phi, \psi_1, \ldots, \psi_l)$ a $C^\ast-(\nu^{op}, \rho_1, \ldots, \rho_l)$-module. Then the isomorphisms
$$(H_\beta \hat{\otimes} K)_{\beta \nu} \otimes_{\nu} L \cong \beta \otimes_{\rho}, K_{\rho} \otimes_{\phi} \phi \cong H_\beta \hat{\otimes} \phi (K_{\nu} \otimes_{\nu} L)$$
are isomorphisms of $C^\ast-(\sigma_1, \ldots, \sigma_m, \tau_1, \ldots, \tau_n, \rho_1, \ldots, \rho_l)$-modules $(H_\mu \otimes_{\mu} \hat{K}) \otimes L \cong H_\mu \otimes_{\mu} (\hat{K} \otimes L)$. From now on, we identify the Hilbert spaces above and denote them by $H_\beta \hat{\otimes} K_{\nu} \otimes_{\nu} L$.

3.4. The fiber product of $C^\ast$-algebras. The fiber product of $C^\ast$-algebras over KMS-states is an analogue of the fiber product of von Neumann algebras. We summarize the definition and main properties; for proofs and further details, see [15, 16, 17].

Let $\mu$ be a faithful KMS-state on a $C^\ast$-algebra $B$, let $A_\mu^H$ be a $C^\ast-\mu$-algebra, and let $C_\mu^K$ be a $C^\ast-\mu^{op}$-algebra. The fiber product of $A_\mu^H$ and $C_\mu^K$ is the $C^\ast$-algebra
$$A_\mu \hat{\otimes}_{\mu} C_\mu := \{ x \in L(H_{\beta} \hat{\otimes} \gamma K) \mid x[\beta], x^*[\beta] \subseteq \{ \gamma \} \}.$$ 
If $A$ and $C$ are unital, so is $A_\mu \hat{\otimes}_{\mu} C$, but otherwise, $A_\mu \hat{\otimes}_{\mu} C$ may be degenerate.

Clearly, conjugation by the flip $\Sigma : H_{\beta} \hat{\otimes} \gamma K \to K_{\gamma} \hat{\otimes} \beta H$ yields an isomorphism
$$A_\mu \hat{\otimes}_{\mu} C \to C_\mu \hat{\otimes}_{\mu} A_\mu.$$ 
Assume that $A = (H, A)$ is a $C^\ast-(\sigma_1, \ldots, \sigma_m, \mu)$-algebra and $C = (K, C)$ a $C^\ast-(\mu^{op}, \tau_1, \ldots, \tau_n)$-algebra, where $\sigma_1, \ldots, \sigma_m, \tau_1, \ldots, \tau_n$ are faithful KMS-states on some $C^\ast$-algebras and $H = (H, \alpha_1, \ldots, \alpha_m, \beta), K = (K, \gamma, \delta_1, \ldots, \delta_n)$. If $A \hat{\otimes}_{\mu} C$ is nondegenerate, then $(H \otimes K, A \hat{\otimes}_{\mu} C)$ is a $C^\ast-(\sigma_1, \ldots, \sigma_m, \tau_1, \ldots, \tau_n)$-algebra, called the fiber product of $A$ and $C$ and denoted by $A \hat{\otimes}_{\mu} C$.

Assume furthermore that $\hat{A} = (\hat{H}, \hat{A})$ is a $C^\ast-(\sigma_1, \ldots, \sigma_m, \mu)$-algebra and $\hat{C} = (\hat{K}, \hat{C})$ is a $C^\ast-(\mu^{op}, \tau_1, \ldots, \tau_n)$-algebra, where $\hat{H} = (\hat{H}, \hat{\alpha}_1, \ldots, \hat{\alpha}_m, \hat{\beta}), \hat{K} = (\hat{K}, \hat{\gamma}, \hat{\delta}_1, \ldots, \hat{\delta}_n)$. Then for each $\phi \in \text{Mor}(A, \hat{A}), \psi \in \text{Mor}(C, \hat{C})$, there exists a unique morphism $\phi \hat{\otimes}_{\mu} \psi \in \text{Mor}(A \hat{\otimes}_{\mu} C, \hat{A} \hat{\otimes}_{\mu} \hat{C})$ such that for all $x \in A \hat{\otimes}_{\mu} C, S \in L(H_\beta, \hat{H}_\beta), T \in L(K_\gamma, \hat{K}_\gamma)$ satisfying $Sa = \phi(a)S, Tc = \psi(c)T$ for all $a \in A, c \in C$,
$$\phi \hat{\otimes}_{\mu} \psi(x)(S_\beta \hat{\otimes}_{\mu} \gamma T) = (S_\beta \hat{\otimes}_{\mu} \gamma T)x.$$
We shall need the following simple construction:

**Lemma 3.10.** Let $A_{q, H}^β_γ$, $C_β^γ_K$ be $C^*-\mu$-algebras, $\tilde{A}_H^β_K$, $C_β^γ_K$ $C^*-\mu^\text{op}$-algebras, and $R: A \to \tilde{A}$, $S: C \to \tilde{C}$ $*$-homomorphisms. Assume that $I: H \to \tilde{H}$ and $J: K \to \tilde{K}$ are antiunitaries such that $I_β J_μ = \tilde{β}$, $J_γ J_μ = \tilde{γ}$ and $R(a) = I^* a^* I$, $S(c) = J^* c^* J$ for all $a \in A$, $c \in C$. Then there exists a $*$-homomorphism $R_{β, γ, J_μ}$, $\tilde{A}_β^γ_μ C \to (\tilde{A}_β^γ_μ C)^\text{op}$ such that $(R_{β, γ, J_μ})(x) = (I_β \otimes \gamma, J_μ) x^*(I_β \otimes \gamma, J_μ)$ for all $x \in A_{β, γ, J_μ}$. This $*$-homomorphism does not depend on the choice of $I$, $J$.

**Proof.** Evidently, the formula defines a $*$-homomorphism $R_{β, γ, J_μ}$. The definition does not depend on the choice of $J$ because $\langle \xi_1 | (R_{β, γ, J_μ}) (x) | \xi_2 \rangle_1 = J^* \langle I_β J_μ |_1 x^* | I_β J_μ \rangle_1 J = S(\langle I_β J_μ |_1 x | \xi J_μ \rangle_1)$ for all $x \in A_{β, γ, J_μ}$ by Lemma 3.9 (2), and a similar argument shows that it does not depend on the choice of $I$. □

Unfortunately, the fiber product need not be associative, but in our applications, it will only appear as the target of a comultiplication whose coassociativity will compensate the non-associativity of the fiber product.

4. **COMPACT $C^*$-QUANTUM GROUPOIDS**

A compact $C^*$-quantum groupoid consists of a compact $C^*$-quantum graph with a coinvolution and a comultiplication satisfying several relations, most importantly, left- and right-invariance of the Haar weights and a strong invariance condition relating the coinvolution to the Haar weights and the comultiplication.

Before we give the precise definition, we recall the underlying notion of a Hopf $C^*$-bimodule and the left- and right-invariance conditions; afterwards, we prove some elementary properties of compact $C^*$-quantum groupoids.

4.1. **Hopf $C^*$-bimodules over KMS-states.** Let $\mu$ be a faithful KMS-state on a $C^*$-algebra $B$.

**Definition 4.1** ([17]). A comultiplication on a $C^*(\mu^\text{op}, \mu)$-algebra $A_{H, μ}^{β, α}$ is a morphism $Δ \in \text{Mor}(A_{H, μ}^{β, α}, A_{H, μ}^{β, α} \otimes A_{H, μ}^{β, α})$ that makes the following diagram commute:

$$
\begin{array}{ccc}
A & \xrightarrow{Δ} & A_{μ}^{β, α} B \\
\downarrow & & \downarrow \text{id} \\
A_{μ}^{β, α} B & \xrightarrow{Δ \circ \text{id}} & (A_{μ}^{β, α} B)_{αβ} \otimes A_{μ}^{β, α} B \\
\end{array}
$$

A Hopf $C^*$-bimodule over $μ$ is a $C^*(\mu^\text{op}, \mu)$-algebra with a comultiplication.

Let $(A_{H, μ}^{β, α}, Δ)$ be a Hopf $C^*$-bimodule over $μ$. A bounded left Haar weight for $(A_{H, μ}^{β, α}, Δ)$ is a non-zero completely positive contraction $φ: A \to B$ satisfying
i) \( \phi(a \rho_\beta(b)) = \phi(a)b \) for all \( a \in A, b \in B \), and

ii) \( \phi(\xi|1 \Delta(a)| \xi_1^1) = \xi^1 \rho_\beta(\phi(a)) \xi_1^1 \) for all \( a \in A \) and \( \xi, \xi^1 \in \alpha \).

A bounded right Haar weight for \( (A_H^{\beta, \alpha}, \Delta) \) is a non-zero completely positive contraction

\[ \psi : A \to B^{op} \] satisfying

(1) \( \psi(a \rho_\alpha(b)) = \psi(a)b^{op} \) for all \( a \in A, b \in B \), and

(2) \( \psi(\eta|2 \Delta(a)| \eta_2') = \eta^* \rho_\alpha(\psi(a)) \eta' \) for all \( a \in A \) and \( \eta, \eta' \in \beta \).

Remarks 4.2. Let \( (A_H^{\beta, \alpha}, \Delta) \) be a Hopf \( C^* \)-bimodule over \( \mu \).

i) \( \Delta(\rho_\alpha(b^{op}) \rho_\beta(c)) = \rho_\beta(c) \otimes \rho_\alpha(b^{op}) \) for all \( b, c \in B \) by Remark 3.6.

Let \( \phi : A \to B \) be a completely positive contraction.

ii) If condition (1) above holds, then \( \rho_\beta \circ \phi : A \to \rho_\beta(B) \) is a conditional expectation.

iii) If condition (2) above holds and \( \{\alpha|1 \Delta(a)| \alpha_1\} = A \), then also (1) holds because

\( \phi(\xi|1 \Delta(a)| \xi_1^1 \rho_\beta(b)) = \phi(\xi|1 \Delta(a)| \xi_1^1 \rho_\beta(b)) = \xi^1 \rho_\beta(\phi(a)) \xi_1^1 \) for all \( a \in A \), \( b \in B \), \( \xi, \xi^1 \in \alpha \).

Similar remarks apply to conditions (1)' and (2)'.

4.2. Definition of compact \( C^* \)-quantum groupoids. Given a compact \( C^* \)-quantum graph \( (B, \mu, A, r, \phi, s, \psi, \delta) \) with coinvolution \( R \), we use the notation of Proposition 3.8, put \( \nu := \mu \circ \phi, \nu^{-1} := \mu^{op} \circ \psi = \nu \delta, J := J_{\nu} = J_{\nu^{-1}} \),

\[ H := H_\nu, \quad \tilde{\alpha} := [A \zeta \phi], \quad \beta := [A^{op} \zeta \phi], \quad \tilde{\beta} := [A \zeta \phi], \quad \alpha := [A^{op} \zeta \phi], \]

and define an antilinear \( I : H \to H \) by \( I \Lambda_{\nu^{-1}}(a) = \Lambda_{\nu}(a^\ast) \) for all \( a \in A \) and a \( * \)-antihomomorphism \( R_{\mu} \rightleftharpoons R_{\mu}^\ast : A_{\mu} \rightleftharpoons A_{\mu}^\ast \) by \( x \mapsto (I_{\mu} \otimes_{\alpha} I)^{op} x \otimes (I_{\mu} \otimes_{\alpha} I) \) (see Lemma 3.10).

Definition 4.3. A compact \( C^* \)-quantum groupoid is a compact \( C^* \)-quantum graph \( (B, \mu, A, r, \phi, s, \psi, \delta) \) with a coinvolution \( R \) and a comultiplication \( \Delta \) for \( A_H^{\beta, \alpha} \) such that

i) \( \{\Delta(A)| \alpha_1\} = [\alpha_1 A] = [\Delta(A)| \zeta \phi_1 A] \) and \( \{\Delta(A)| \beta_2\} = [\beta_2 A] = [\Delta(A)| \zeta \phi_2 A] \); 

ii) \( \phi \) is a bounded left and right Haar weight for \( (A_H^{\beta, \alpha}, \Delta) \);

iii) \( R(\zeta \phi_1)|\Delta(a)(a^{op} \otimes_{\mu} 1)|\zeta \phi_1 = \zeta \phi_1 (a^{op} \otimes_{\mu} 1)|\Delta(\delta)|\zeta \phi_1 \) for all \( a, d \in A \).

Let \((B, \mu, A, r, \phi, s, \psi, \delta, R, \Delta)\) be a compact \( C^* \)-quantum groupoid.

Lemma 4.4. \( \{a \in A \cap r(B)^{op} | \Delta(a) = 1_{\mu} \otimes_{\beta} a\} = s(B^{op}) \) and \( \{a \in A \cap s(B^{op})^{op} | \Delta(a) = a_{\mu} \otimes_{\beta} 1\} = r(B) \).

Proof. We only prove the first equation. Clearly, the right hand side is contained in the left hand side. Conversely, if \( a \in A \cap r(B)^{op} \) and \( \Delta(a) = 1_{\mu} \otimes_{\beta} a \), then \( a = \zeta \phi_1 |\Delta(a)|\zeta \phi_1 = s(\psi(a)) \) by right-invariance of \( \psi \). \( \square \)

4.3. The conditional expectation onto the \( C^* \)-algebra of orbits. We study the maps \( \tau := \psi \circ r : B \to Z(B^{op}), \tau^\dagger := \phi \circ s : B^{op} \to Z(B) \) introduced in (2). As before, we identify \( Z(B^{op}) \) and \( Z(B) \) with \( B \cap B^{op} \subseteq L(H_\mu) \).
Proposition 4.5.  

i) $\tau$ and $\tau^\dagger$ are conditional expectations onto a $C^*$-subalgebra of $B \cap B^{op}$, and $\tau(b) = \tau^\dagger(b^{op})$ for all $b \in B$. In particular, $\nu \circ s = \mu \circ \tau^\dagger = \mu^{op} \circ \tau = \nu^{-1} \circ \tau$.

ii) $s \circ \tau = r \circ \tau$ and $\tau \circ \phi = \tau^\dagger \circ \psi$.

iii) $\sigma^\mu_t \circ \tau = \tau \circ \sigma^\mu_t$ for all $t \in \mathbb{R}$.

iv) $\tau(b\sigma^\mu_{-1/2}(d)) = \tau(d\sigma^\mu_{-1/2}(d))$ for all $b, d \in \text{Dom}(\sigma^\mu_{-1/2})$.

Lemma 4.6. Let $b, c, e \in B$, $d \in \text{Dom}(\sigma^\mu_{-1/2})$ and $x = r(b)s(e^{op})$, $y = r(d)s(e^{op})$. Then $\langle \zeta_\psi|_1 \Delta(x)(y^{op} \alpha \otimes \beta)| \zeta_\psi \rangle_1 = r(\tau(b\sigma^\mu_{-1/2}(d)))r(e)s(e^{op})$.

Proof. By Lemma 3.7, $\zeta_\psi^\ast r(b)r(d)^{op}\zeta_\psi = \zeta_\psi^\ast r(b\sigma^\mu_{-1/2}(d))\zeta_\psi = \tau(b\sigma^\mu_{-1/2}(d))$, so

$$\langle \zeta_\psi|_1 \Delta(x)(y^{op} \alpha \otimes \beta)| \zeta_\psi \rangle_1 = \langle \zeta_\psi|_1 (r(b)y^{op} \alpha \otimes \beta s(e^{op}))| \zeta_\psi \rangle_1$$

$$= \rho_\beta(\zeta_\psi^\ast r(b)r(d)^{op}s(e^{op})^{op}\zeta_\psi)s(e^{op})$$

$$= r(\zeta_\psi^\ast r(b)r(d)^{op}\zeta_\psi)e)s(e^{op})$$

$$= r(\tau(b\sigma^\mu_{-1/2}(d)))r(e)s(e^{op}).$$

Proof of Proposition 4.5.  

(1), (2) Left- and right-invariance of $\phi, \psi$ imply

$$\phi(s(\psi(a))) = \zeta_\phi^\ast s(\psi(a))\zeta_\phi = \zeta_\phi^\ast \zeta_\phi|_2 \Delta(a)| \zeta_\phi \rangle_2 \zeta_\psi$$

$$= \zeta_\phi^\ast \zeta_\phi|_1 \Delta(a)| \zeta_\phi \rangle_1 \zeta_\phi^\ast = \zeta_\phi^\ast r(\phi(a))\zeta_\psi = \psi(r(\phi(a)))$$

for all $a \in A$. Therefore, $\tau^\dagger \circ \psi = \tau \circ \phi$ and $\tau \circ \phi = \tau^\dagger \circ (\psi \circ r) = \tau \circ \psi \circ r = \tau$.

Next, $s \circ \tau = r \circ \tau$ because $s(\tau(b)) = s(\psi(r(b))) = \langle \zeta_\psi|_1 \Delta(r(b))| \zeta_\psi \rangle_1 = r(\tau(b))$ for all $b \in B$ by Lemma 4.6. In particular, for all $b, c, d \in B$,

$$\tau(b)\tau(c)\tau(d) = \tau(b)\psi(r(c))\tau(d) = \psi(s(\tau(b))r(c)s(\tau(d)))$$

$$= \psi(r(\tau(b)c\tau(d))) = \tau(b)c\tau(d)).$$

(3), (4) Let $t \in \mathbb{R}$. Then $\sigma^\mu_t(\tau(B)) \subseteq \tau(B)$ because $\sigma^\mu_t \circ \tau = \sigma^\mu_{-t} \circ \psi \circ r = \psi \circ \sigma^\mu_{-1} \circ r = \psi \circ \sigma^\mu_t \circ r = \psi \circ \sigma^\mu_t$. Therefore, $\sigma^\mu_t$ restricts to the modular automorphism group for the trace $\nu := \mu|_{\tau(B)}$, which is $id|_{\tau(B)}$, and hence $\sigma^\mu_t \circ \tau = \tau \circ \sigma^\mu_t = \tau \circ \sigma^\mu_t$. Let $b, d \in \text{Dom}(\sigma^\mu_{-1/2})$. By Lemma 4.6 and Definition 4.3 (3),

$$r(\tau(b\sigma^\mu_{-1/2}(d))) = \langle \zeta_\psi|_1 \Delta(r(b))(r(b)^{op} \alpha \otimes \beta)| \zeta_\psi \rangle_1$$

$$= R(\langle \zeta_\psi|_1 \Delta(r(b))(r(b)^{op} \alpha \otimes \beta)| \zeta_\psi \rangle_1) = s(\tau(d\sigma^\mu_{-1/2}(b))).$$

Since $s \circ \tau = r \circ \tau$ and $r$ is injective, we can conclude $\tau(b\sigma^\mu_{-1/2}(d)) = \tau(d\sigma^\mu_{-1/2}(b))$.  

4.4. The modular element. The modular element of a compact $C^*$-quantum groupoid can be described in terms of the element $\theta := \phi(\delta) = \psi(\delta^{-1}) \in B \cap B^{op}$ (see Lemmas 2.5, 2.7) as follows.

Proposition 4.7. $\delta = r(\theta)s(\theta)^{-1}$ and $\Delta(\delta) = \delta \otimes \delta$. 

\[\text{APPENDIX I.3 — COMPACT C*-QUANTUM GROUPOIDS} \]
Proof. By Lemma 2.5 (1), \(\tilde{\delta} := r(\theta)s(\theta)^{-1}\) is positive, invertible, and invariant with respect to \(\sigma^\nu\). Moreover, \(\nu^{-1}(a) = \nu(\delta^{1/2}a\delta^{1/2})\) for all \(a \in A\) because
\[
\nu^{-1}(s(\theta)^{1/2}as(\theta)^{1/2}) = \mu^{op}(\theta^{1/2}\psi(a)\theta^{1/2}) = (\nu \circ s \circ \psi)(a)
\]
\[
= (\nu^{-1} \circ r \circ \phi)(a) = \mu(\theta^{1/2}\phi(a)\theta^{1/2}) = \nu(r(\theta)^{1/2}ar(\theta)^{1/2})
\]
for all \(a \in A\) by Proposition 4.5 and Lemma 2.5. By Lemma 2.3, \(\delta = \tilde{\delta}\), and \(\Delta(\delta) = r(\theta)_{\mu} \otimes \beta s(\theta)^{-1} = r(\theta)\rho_{\mu}(\theta^{-1})_{\mu} \otimes \beta_{\mu}\rho_{\beta}(\theta)s(\theta)^{-1} = \delta_{\mu} \otimes \beta_{\mu}\delta\) because \(\theta \in B \cap B^{op}\). \(\square\)

An important consequence of the preceding result is that for every compact \(C^*\)-quantum groupoid, there exists a faithful invariant KMS-state on the basis:

**Corollary 4.8.** \(\mu_{\theta} \circ \phi = (\mu_{\theta})^{op} \circ \psi\).

**Proof.** We get
\[
\mu(\theta^{1/2}\phi(a)\theta^{1/2}) = \nu(r(\theta)^{1/2}ar(\theta)^{1/2}) = \nu^{-1}(s(\theta)^{1/2}as(\theta)^{1/2}) = \mu^{op}(\theta^{1/2}\psi(a)\theta^{1/2})
\]
for all \(a \in A\). \(\square\)

Therefore, we could in principle restrict to compact \(C^*\)-quantum groupoids with trivial modular element \(\delta = 1_A\).

The KMS-state \(\mu\) can be factorized into a state \(v\) on the commutative \(C^*\)-algebra \(\tau(B) \subseteq Z(B)\) and a perturbation of \(\tau\) as follows. We define maps
\[
\tau_{\theta^{-1}} : B \rightarrow \tau(B), \quad b \mapsto \tau(\theta^{-1/2}b\theta^{-1/2}), \quad v = \mu(\lambda_{\tau(\theta)} \circ \tau(B) \rightarrow \mathbb{C})\).
\]
Note that \(\tau(\theta^{-1}) = 1\) because \(\theta = \phi(\tilde{\delta}) = \phi(r(\theta)s(\theta)^{-1}) = \theta\tau(\theta^{-1})\).

**Proposition 4.9.** \(\mu = v \circ \tau_{\theta^{-1}}\).

**Proof.** By Propositions 4.5 and 4.7,
\[
\mu(b) = \nu(r(b)) = \nu^{-1}(\delta^{-1/2}r(b)\delta^{-1/2}) = \mu^{op}(\theta^{1/2}\psi(r(\theta^{-1/2}b\theta^{-1/2}))\theta^{1/2}) = (v \circ \tau_{\theta^{-1}})(b)
\]
for all \(b \in B\). \(\square\)

4.5. **Uniqueness of the Haar weights.** The Haar weights of a compact \(C^*\)-quantum groupoid are not unique but can be rescaled by elements of \(B\) as follows. For every positive \(\gamma \in B^{op}\), the map \(\phi_{s(\gamma)} : A \rightarrow B\) given by \(a \mapsto \phi(s(\gamma)^{1/2}as(\gamma)^{1/2})\) is a bounded left Haar weight for \((A_H^{\beta,\alpha}, \Delta)\) because
\[
\phi_{s(\gamma)}(\langle \xi | A(\alpha) | \xi' \rangle_1) = \phi(\langle \xi | (1_{\alpha} \otimes s(\gamma)^{1/2})A(\alpha)(1_{\alpha} \otimes s(\gamma)^{1/2}) | \xi' \rangle_1)
\]
\[
\quad = \phi(\langle \xi | A(s(\gamma)^{1/2}as(\gamma)^{1/2})) | \xi' \rangle_1) = \xi^* \phi_{s(\gamma)}(\alpha) \xi'
\]
for all \(a \in A, \xi, \xi' \in \alpha\). Similarly, for every positive \(\gamma \in B\), the map \(\psi_{r(\gamma)} : A \rightarrow B^{op}\) given by \(a \mapsto \psi(r(\gamma)^{1/2}ar(\gamma)^{1/2})\) is a bounded right Haar weight for \((A_H^{\beta,\alpha}, \Delta)\).

**Theorem 4.10.**

i) Let \((B, \mu, A, r, s, \tilde{\phi}, \tilde{s}, \tilde{\psi}, \tilde{\delta})\) be a compact \(C^*\)-quantum graph and \(\tilde{\phi}\) a bounded left Haar weight for \((A_H^{\beta,\alpha}, \Delta)\). Then \(\tilde{\phi} = \phi_{r_{\gamma}}\), where \(\gamma = \tilde{\psi}(\tilde{\delta}^{-1})\theta^{-1}\).

ii) Let \((B, \mu, A, r, s, \tilde{\phi}, \tilde{s}, \tilde{\psi}, \tilde{\delta})\) be a compact \(C^*\)-quantum graph and \(\tilde{\psi}\) a bounded right Haar weight for \((A_H^{\beta,\alpha}, \Delta)\). Then \(\tilde{\psi} = \psi_{r_{\gamma}}\), where \(\gamma = \tilde{\phi}(\tilde{\delta})\theta^{-1}\).
Proof. We only prove (1), the proof of (2) is similar. Put \( \tilde{\nu} := \mu \circ \tilde{\phi}, \tilde{\nu}^{-1} := \mu^{op} \circ \tilde{\psi} \), \( \tilde{\theta} := \psi(\delta^{-1}) \). Let \( a \in A \). Then

\[
\tilde{\phi}(s(\psi(a))) = \tilde{\phi}(\langle \zeta_{\psi} | \Delta(a) | \zeta_{\psi} \rangle) = \psi(r(\tilde{\phi}(a))).
\]

We apply \( \mu \) to the left hand side and find, using Lemma 2.5 (2),

\[
\tilde{\nu}(s(\psi(a))) = \mu^{op}_{th}(\psi(a)) = \nu^{-1}(s(\tilde{\theta})^{1/2}as(\tilde{\theta})^{1/2}) = \nu(\delta^{1/2}s(\tilde{\theta})^{1/2}as(\tilde{\theta})^{1/2}\delta^{1/2}).
\]

Next, we apply \( \mu \) to the right hand side of (4) and find \( \nu^{-1}(r(\tilde{\phi}(a))) = \mu_{th}(\tilde{\phi}(a)) \). We shall associate to every compact \( C^* \)-quantum groupoid reverses the comultiplication, to construct a generalized Pontrjagin dual of the compact \( C^* \)-quantum groupoid in form of a Hopf \( C^* \)-bimodule, and to associate to every compact \( C^* \)-quantum groupoid a measured quantum groupoid in the sense of Enock and Lesieur [4, 8].

5. The fundamental unitary

In the theory of locally compact quantum groups, a fundamental rôle is played by the associated multiplicative unitaries, whose theory was developed by Baaj, Skandalis [1] and Woronowicz [22]. We shall associate to every compact \( C^* \)-quantum groupoid a \( C^* \)-pseudo-multiplicative unitary [17] that can be considered as a generalized multiplicative unitary. This unitary will be used to prove that the coinvolution of a compact \( C^* \)-quantum groupoid reverses the comultiplication, to construct a generalized Pontrjagin dual of the compact \( C^* \)-quantum groupoid in form of a Hopf \( C^* \)-bimodule, and to associate to every compact \( C^* \)-quantum groupoid a measured quantum groupoid in the sense of Enock and Lesieur [4, 8].

5.1. \( C^* \)-pseudo-multiplicative unitaries. The notion of a \( C^* \)-pseudo-multiplicative unitary extends the notion of a multiplicative unitary [1], of a continuous field of multiplicative unitaries [2] and of a pseudo-multiplicative unitary on \( C^* \)-modules [9, 18], and is closely related to pseudo-multiplicative unitaries on Hilbert spaces [21]; see [17, Section 4.1]. We give the precise definition and the main properties; for proofs and details, see [15, 17]. Let \( \mu \) be a faithful KMS-state on a \( C^* \)-algebra \( B \).

Definition 5.1. A \( C^* \)-pseudo-multiplicative unitary over \( \mu \) consists of a \( C^* \)-(\( \mu^{op}, \mu \))-(\( \mu^{op} \))-module (\( H, \beta, \alpha, \beta \)) and a unitary \( V : H_{\beta} \otimes_{\mu^{op}_{\beta}} H \to H_{\alpha} \otimes_{\mu_{\alpha}} H \) such that

\[
V(\alpha \circ \alpha) = \alpha \rhd \alpha, \quad V(\tilde{\beta} \rhd \beta) = \tilde{\beta} \rhd \beta, \quad V(\beta \circ \tilde{\beta}) = \alpha \lhd \tilde{\beta}, \quad V(\tilde{\beta} \circ \beta) = \beta \lhd \beta
\]
and the following diagram commutes:

\[ \begin{array}{ccc}
H_\beta \otimes \alpha H_\beta \otimes \alpha H & \xrightarrow{\ V \otimes \text{id} \ } & H_\alpha \otimes \beta H_\beta \otimes \alpha H \\
\text{id} \otimes \Sigma & \downarrow & \text{id} \otimes \text{id} \\
H_\beta \otimes \alpha \beta \otimes \alpha H & \xrightarrow{\ V \otimes \text{id} \ } & \left( H_\beta \otimes \alpha H \right) \otimes \beta \right) \otimes \alpha H \\
\end{array} \]

where \( \Sigma_{23} \) is given by \( (H_\rho \otimes \beta)_{\rho \beta \alpha} \otimes \alpha \sim (H_\rho \otimes \alpha)_{\rho \alpha \beta} \otimes \beta \), \( (\zeta \otimes \xi) \otimes \eta \sim (\zeta \otimes \eta) \otimes \xi \).

Let \( ((H, \hat{\beta}, \alpha, \beta), V) \) be a \( C^* \)-pseudo-multiplicative unitary. We abbreviate the operators \( V \otimes \text{id} \) and \( V \otimes \text{id} \) by \( V_2 \), the operators \( \text{id} \otimes V \) and \( \text{id} \otimes V \) by \( V_2 \), and \( \left( \text{id} \otimes \Sigma \right) V_1 \Sigma_{23} \) by \( V_{13} \). Thus, the indices indicate those positions in a relative tensor product where the operator acts like \( V \). We put

\[ \widehat{A}(V) := [\langle \beta |_2 V | \alpha \rangle] \subseteq \mathcal{L}(H), \quad A(V) := \langle | \alpha |_1 V | \beta \rangle_1 \subseteq \mathcal{L}(H). \]

The assumptions on \( V \) imply \( \widehat{A}(V) \subseteq \mathcal{L}(H_\beta), \quad A(V) \subseteq \mathcal{L}(H_\beta) \), so that we can define

\[ \widehat{A}_V: \widehat{A} \rightarrow \mathcal{L}(H_\beta \otimes \alpha H), \quad \Delta_V: A \rightarrow \mathcal{L}(H_\alpha \otimes \beta H), \]

\[ \hat{a} \mapsto V^* (\text{id}_\alpha \otimes \beta \hat{a}) V, \quad a \mapsto V(a_\beta \otimes \alpha \text{id}) V^*. \]

**Definition 5.2.** \( ((H, \hat{\beta}, \alpha, \beta), V) \) is regular if \( [\langle \alpha |_1 V | \alpha \rangle] = [\alpha \alpha^*] \), and well-behaved if \( (\widehat{A}(V)^{\alpha, \beta}, \widehat{A}_V) \) and \( (A(V)^{\beta, \alpha}, \Delta_V) \) are Hopf \( C^* \)-bimodules over \( \mu^{op} \) and \( \mu \), respectively.

We cite the following result [17, Theorem 4.14]:

**Theorem 5.3.** Every regular \( C^* \)-pseudo-multiplicative unitary is well-behaved.

### 5.2. The fundamental unitary of a compact \( C^* \)-quantum groupoid

Throughout this section, let \((B, \mu, A, r, \phi, s, \psi, \delta, R, \Delta)\) be a compact \( C^* \)-quantum groupoid. We use the same notation as in the preceding section.

**Theorem 5.4.** There exists a regular \( C^* \)-pseudo-multiplicative unitary \( ((H, \hat{\beta}, \alpha, \beta), V) \) over \( \mu \) such that \( V | a \zeta \rangle_1 = \Delta(a) | \zeta \rangle_1 \) for all \( a \in A \).

Uniqueness is evident. The proof of existence proceeds in several steps.

**Proposition 5.5.**

i) There exists a unitary \( V: H_\beta \otimes \alpha H \rightarrow H_\alpha \otimes \beta H \) such that

\[ V | a \zeta \rangle_1 = \Delta(a) | \zeta \rangle_1 \]  

for all \( a \in A \).

ii) \( V(a \zeta \otimes d^{op} \zeta) = \Delta(a)(\zeta \otimes d^{op} \zeta) \) for all \( a, d \in A \).

iii) \( V(\hat{\beta} \cdot \beta) = \hat{\beta} \cdot \beta, \quad V(\hat{\beta} \cdot \hat{\alpha}) = \hat{\alpha} \cdot \hat{\beta}, \quad V(\hat{\alpha} \cdot \alpha) = \hat{\alpha} \cdot \hat{\beta}. \)
Proof. (1) Let $a, a' \in A$, $\omega, \omega' \in H$. Since $\psi$ is a right-invariant,

$$
\langle \Delta(a)(\zeta_\psi \otimes \omega) | \Delta(a')(\zeta_\psi \otimes \omega') \rangle_{(H_\beta \otimes \alpha H)} = \langle \omega | \Delta(a^* a') | \zeta_\psi \rangle_1\omega' \\
= \langle \omega | \rho_{\alpha}(\zeta_\psi^* a^* a' \zeta_\psi) \omega' \\
= \langle a \zeta_\psi \otimes \omega | a' \zeta_\psi \otimes \omega' \rangle_{(H_\beta \otimes \alpha H)}.
$$

Therefore, there exists an isometry $V: H_\beta \otimes \alpha H \to H_\alpha \otimes \beta H$ satisfying $V[a \zeta_\psi]_1 = \Delta(a)[\zeta_\psi]_1$ for all $a \in A$. The relation $[\Delta(A)[\beta]_2] = [[\beta]_2 A]$ implies $V(\tilde{\beta} \triangleleft \beta) = [V[A \zeta_\psi]_1 \beta] = [\Delta(A)[\beta_2 \zeta_\psi] = [[\beta]_2 A \zeta_\psi] = \tilde{\beta} \triangleleft \beta$, whence $V$ is surjective and unitary.

(2) By Proposition 4.7, we have for all $a, d \in A$

$$
V(a \zeta_\psi \otimes d^\text{op} \zeta_\psi) = V(a \delta^{\text{op}} \frac{1}{2} \zeta_\psi \otimes d^\text{op} \zeta_\psi) \\
= V(a \delta^{\text{op}} \frac{1}{2} \zeta_\psi \otimes d^\text{op} \zeta_{\psi^{-1}}) \\
= \Delta(a \delta^{\text{op}} \frac{1}{2})(\zeta_\psi \otimes d^\text{op} \delta^{\text{op}} \frac{1}{2} \zeta_\psi) \\
= \Delta(a)(\delta^{\text{op}} \frac{1}{2} \alpha^{\text{op}} \beta \delta^{\text{op}} \frac{1}{2})(\zeta_\psi \otimes d^\text{op} \delta^{\text{op}} \frac{1}{2} \zeta_\psi) = \Delta(a)(\zeta_\psi \otimes d^\text{op} \zeta_\psi).
$$

(3) The first relation was already proven above. Since $[\Delta(A)[\zeta_\psi]_1 A] = [[\alpha]_1 A]$, $V(\beta \triangleleft \tilde{\beta}) = [V[A \zeta_\psi]_1 A \zeta_\psi] = [\Delta(A)[\zeta_\psi]_1 A \zeta_\psi] = [[\alpha]_1 A \zeta_\psi] = \alpha \triangleright \tilde{\alpha}$ and similarly $V(\tilde{\beta} \triangleright \tilde{\alpha}) = \beta \triangleright \tilde{\alpha}$. Finally, by (2), for all $b \in B$ and $a, d \in A$

$$
V[a \zeta_\psi \otimes d^\text{op} \zeta_\psi]_2 d \zeta_\psi b \zeta_\mu = V(d r(b) \zeta_\nu \otimes a^\text{op} \zeta_\psi) = \Delta(d r(b))(\zeta_\nu \otimes a^\text{op} \zeta_\psi) \\
= \Delta(d)(d r(b) \zeta_\nu \otimes a^\text{op} \zeta_\psi) = \Delta(d)(a^\text{op} \zeta_\psi) \triangleright \tilde{\alpha} \beta.
$$

and hence $[V[a]_2 \tilde{\alpha}] = [V[A a \zeta_\psi]_2 A \zeta_\psi] = [\Delta(A)[A a \zeta_\psi]_2 \zeta_\psi] = [\Delta(A)[\beta]_2 \zeta_\psi] = [[[\beta]_2 A \zeta_\psi] = \tilde{\alpha} \triangleright \beta$.

Condition (3) of Definition 4.3 yields the following inversion formula for $V$:

**Theorem 5.6.** $V^* = (J_\alpha \otimes \beta I) V (J_\alpha \otimes \beta I)$.

**Proof.** Put $\tilde{V} := (J_\alpha \otimes \beta I) V (J_\alpha \otimes \beta I)$. Then for all $a, b, c, d \in A$

$$
\langle a \zeta_\psi \otimes b^\text{op} \zeta_{\psi^{-1}} | V^* (c \zeta_\psi \otimes d^\text{op} \zeta_\psi) \rangle = \langle \Delta(a)(c \zeta_\psi \otimes b^\text{op} \zeta_{\psi^{-1}}) | d^\text{op} \zeta_\psi \rangle \\
= \langle \zeta_\psi \otimes \zeta_{\psi^{-1}} | \Delta(a^*) (c \zeta_\psi \otimes b^\text{op} \zeta_\psi) \rangle \\
= \langle \zeta_{\psi^{-1}} | \Delta(a^*) (c \zeta_\psi \otimes b^\text{op} \zeta_\psi) \rangle \\
= \langle \zeta_{\psi^{-1}} | \Delta(a^*) (c \zeta_\psi \otimes b^\text{op} \zeta_\psi) \rangle \\
= \langle \zeta_{\psi^{-1}} | \Delta(a^*) (c \zeta_\psi \otimes b^\text{op} \zeta_\psi) \rangle.
$$
Theorem 5.6 implies $V(\alpha \triangleleft \gamma) = \alpha \triangleright \gamma$, $V(\beta \triangleleft \gamma) = \beta \triangleright \gamma$, $V(\beta \triangleright \gamma) = \gamma \triangleright \beta$.

Next, we prove that $V_{23}(a\zeta_\psi \otimes d\zeta_\phi) = V_{23}(\Delta(a)\zeta_\psi \otimes d\zeta_\phi \otimes \omega) = V_{23}(\Delta(\alpha)\zeta_\psi \otimes d\zeta_\phi \otimes \omega)$.

Finally, $V$ is regular since by Theorem 5.6, Lemma 3.9 and Proposition 3.8, $\langle \alpha_1|V(\alpha_2) = \langle \alpha_1(J_{\beta \otimes A_{\alpha}I})V^*(J_{\beta \otimes A_{\alpha}I})|\alpha_2 \rangle$

$= [K\zeta_\psi|\Delta(\alpha)\zeta_\psi \otimes \omega]$.

By Theorem 5.3, the regular $C^*$-pseudo-multiplicative unitary $((H, \tilde{\beta}, \alpha, \beta), V)$ yields two Hopf $C^*$-bimodules $(A(V)^{\beta\alpha}_{H}, \Delta V)$ and $(\tilde{A}(V)^{\alpha\beta}_{H}, \tilde{\Delta} V)$.

**Proposition 5.7.** $(A(V)^{\beta\alpha}_{H}, \Delta V) = (A^{\beta\alpha}_{H}, \Delta)$.

**Proof.** We have $A(V) = [\alpha_1|V(\beta_1)] = [\alpha_1|\Delta(A)|\zeta_\psi] = [A|\alpha_1|\zeta_\psi] = [A^\rho_\alpha(\alpha^*\zeta_\psi)] = [A^\rho_\alpha(\alpha^*\zeta_\psi)\.\Delta(a) = V(a \otimes A_{\alpha}I)V^* = \Delta(a)$ for all $a \in A$. 

□
The Hopf C*-bimodule \((\tilde{A}(V)^\alpha_\beta, \tilde{\Delta}_V)\) will be discussed in the next subsection.

Our first application of the unitary \(V\) will be to prove that the coinvolution reverses the comultiplication. We need the following lemma:

**Lemma 5.8.**

i) \(\Delta(\langle \xi_1 | V | \xi_1' \rangle_1) = \langle \xi_1 | V_1 V_2 V_3 | \xi_1' \rangle_1 \) for all \(\xi \in \alpha, \xi' \in \beta\).

ii) \(R(\langle \xi_1 | V | \xi_1' \rangle_1) = \langle J \xi' J_\mu_1 | V | J \xi J_\mu_1 \rangle_1 \) for all \(\xi \in \alpha, \xi' \in \beta\).

**Proof.** (1) For all \(\xi \in \alpha, \xi' \in \beta\),

\[
\Delta(\langle \xi_1 | V | \xi_1' \rangle_1) = V((\langle \xi_1 | V | \xi_1' \rangle_1)_{\alpha \beta} \cdot \alpha_1) V^* = \langle \xi_1 | V_1 V_2 V_3 \rangle_1 = \langle \xi_1 | V_1 V_3 | \xi_1' \rangle_1;
\]

see also [17, Lemma 4.13].

(2) Lemma 3.9 and Theorem 5.6 imply that for all \(\xi \in \alpha, \xi' \in \beta\), \(R(\langle \xi_1 | V | \xi_1' \rangle_1) = I\langle \xi_1 | V | \xi_1' \rangle_1 = \langle J \xi' J_\mu_1 (J_\alpha \otimes \beta I)^* V^* (J_\beta \otimes \alpha I)^* J \xi J_\mu_1 \rangle_1 = \langle J \xi' J_\mu_1 | V | J \xi J_\mu_1 \rangle_1. \quad \square
\]

**Theorem 5.9.** \((R_\alpha \otimes \beta R) \circ \Delta = \text{Ad}_\Sigma \circ \Delta \circ R_\alpha \otimes \beta R).\)

**Proof.** Let \(\xi \in \alpha\) and \(\xi' \in \beta\). By Lemma 5.8,

\[
(\text{Ad}_\Sigma \circ (R_\alpha \otimes \beta R) \circ \Delta)(\langle \xi_1 | V | \xi_1' \rangle_1) = (\text{Ad}_\Sigma \circ (R_\alpha \otimes \beta R))(\langle \xi_1 | V_1 V_2 V_3 | \xi_1' \rangle_1)
\]

\[
= \text{Ad}_\Sigma ((I_\alpha \otimes \beta I)^* \langle \xi_1 | V_1 V_2 V_3 | \xi_1' \rangle_1 (I_\beta \otimes \alpha I)).
\]

By Lemma 3.9 (2), we can rewrite this expression in the form

\[
\text{Ad}_\Sigma ((I_\alpha \otimes \beta I)^* \langle \xi_1 | V_1 V_2 V_3 | \xi_1' \rangle_1 (I_\beta \otimes \alpha I)) = \text{Ad}_\Sigma ((I_\alpha \otimes \beta I)^* \langle \xi_1 | V_1 V_2 V_3 | \xi_1' \rangle_1 (I_\beta \otimes \alpha I)).
\]

By Lemmas 3.9, 5.8 and Theorem 5.6 this expression is equal to

\[
\text{Ad}_\Sigma ((J \xi' J_\mu_1 | V_1 V_2 V_3 | J \xi J_\mu_1) = \langle J \xi' J_\mu_1 | V_1 V_2 V_3 | J \xi J_\mu_1 \rangle_1
\]

\[
\Delta(\langle \xi_1 | V_1 V_2 V_3 | J \xi J_\mu_1 \rangle_1) = \Delta(\langle \xi_1 | V_1 V_2 V_3 | J \xi J_\mu_1 \rangle_1) = \Delta(\langle \xi_1 | V_1 V_2 V_3 | J \xi J_\mu_1 \rangle_1). \quad \square
\]

**Remarks 5.10.**

i) One can prove the existence of a regular \(C^*\)-pseudo-multiplicative unitary \(((H, \alpha, \beta, \tilde{\alpha}), W)\) satisfying \(W^* | a \xi \rangle_2 = \Delta(a) | \xi \rangle_2 \) for all \(a \in A\) and express this unitary in terms of \(V\) as follows: \(W = \Sigma(I_\beta \otimes \alpha I)^* V^* (I_\beta \otimes \alpha I) \Sigma; \) see [19, Theorem 5.10].

ii) Using Theorem 5.9, one can prove the following analogue of condition (3) in Definition 4.3; see [19, Lemma 4.7]:

\[
R(\langle \xi \rangle_2 \Delta(a) | \alpha \rangle_2 (1_\beta \otimes \alpha d^\alpha \langle \xi \rangle_2) = \langle \xi \rangle_2 (1_\beta \otimes \alpha d^\alpha \langle \xi \rangle_2) \Delta(a) | \xi \rangle_2
\]

for all \(a, d \in A\). If we would replace the former condition by the latter, we could develop the same theory using \(W\) instead of \(V\) and finally conclude that also the former condition holds.
5.3. The dual Hopf $C^*$-bimodule. The Hopf $C^*$-bimodule $(\tilde{A}(V)_{H}^{\alpha,\beta}, \tilde{\Delta}_V)$ obtained from $((H, \tilde{\beta}, \alpha, \beta), V)$ can be considered as the generalized Pontrjagin dual of our initial compact $C^*$-quantum groupoid. Let us describe $\tilde{A} := \tilde{A}(V)$.

Proposition 5.11. i) For each $a \in A$, there exists an operator $\lambda(a) \in \mathcal{L}(H)$ such that $\lambda(a)\Lambda_\nu(d) = \Lambda_\nu(\langle \zeta_\phi|d\Delta(d)|\alpha_\phi\beta\rangle_2)$ for all $d \in A$, and $\lambda(a)^* = \tilde{J} \lambda(R(a))J$.

Proof. By definition, the space $\lambda$ is the closed linear span of all operators of the form $\langle x^{\alpha_\phi} \zeta_\phi|dV|y^{\alpha_\phi} \zeta_\phi\rangle_2$, where $x, y \in A$. Let $x, y, d \in A$ and put $a = yx^*$. Then

\[
\langle x^{\alpha_\phi} \zeta_\phi|dV|y^{\alpha_\phi} \zeta_\phi\rangle_2 = \langle x^{\alpha_\phi} \zeta_\phi|dV|y^{\alpha_\phi} \zeta_\phi\rangle_2 \lambda_\nu(d) \Lambda_\nu(\langle \zeta_\phi|d\Delta(d)|\alpha_\phi\beta\rangle_2).
\]

This calculation proves the existence of the operators $\lambda(a)$ for all $a \in A$ and that $\tilde{A} = [\lambda(A)]$. By Theorem 5.6, Lemma 3.9 and Proposition 3.8,

\[
\lambda(a)^* = \langle x^{\alpha_\phi} \zeta_\phi|dV|y^{\alpha_\phi} \zeta_\phi\rangle_2^* = \langle y^{\alpha_\phi} \zeta_\phi|d(J_\alpha \otimes \beta I)V(J_\alpha \otimes \beta I)|x^{\alpha_\phi} \zeta_\phi\rangle_2^* = J \langle y^{\alpha_\phi} \zeta_\phi|dV|J_\alpha \otimes \beta I \rangle_2 \lambda_\nu(\langle \zeta_\phi|d\Delta(d)|\alpha_\phi\beta\rangle_2).
\]

Remarks 5.12. i) Using Theorem 5.6, one can show that $\tilde{R}$ is a coinvolution of $(\tilde{A}^\alpha_\beta, \tilde{\Delta}_V)$ in the sense that it reverses the comultiplication: $\tilde{\Delta}_V \circ \tilde{R} = \text{Ad}_\Sigma \circ (\tilde{R} \circ \tilde{\Delta}_V) \circ \tilde{R}$; see [19, Corollary 7.6].

ii) Let $K := H_\mu$. There exists a morphism $\tilde{\epsilon} \in \text{Mor}(\tilde{A}^\alpha_\beta, \mathcal{L}(K)_K)$, given by $\lambda(a) \mapsto \phi^*(a)\lambda(a)|\phi_\psi$ for all $a \in A$, which is a counit for $(\tilde{A}^\alpha_\beta, \tilde{\Delta}_V)$ in the sense that the maps

\[
(\epsilon_{\mu} \circ \text{id}) \circ \tilde{\Delta}_V: \tilde{A} \to \mathcal{L}(K)_{\mu} \tilde{A} \subseteq \mathcal{L}(K_{\mu} \otimes \alpha) \cong \mathcal{L}(H),
\]

\[
(\text{id} \circ \tilde{\epsilon}) \circ \tilde{\Delta}_V: \tilde{A} \to \tilde{A}_{\mu} \otimes \beta \mathcal{L}(K) \subseteq \mathcal{L}(H_{\beta} \otimes \beta K) \cong \mathcal{L}(H)
\]

are equal to the embedding $A \mapsto \mathcal{L}(H)$; see [19, Proposition 7.7].

5.4. The passage to measurable quantum groupoids. The compact $C^*$-quantum groupoid $(B, \mu, A, r, \phi, s, \psi, \delta, R, \Delta)$ can be completed to a measurable quantum groupoid in the sense of Enock and Lesieur [4, 8] as follows.

Put $N := B_\mu \subseteq \mathcal{L}(H_\mu)$, $N_{\beta}^{op} := (B^{op})_{\beta} = N^{op} \subseteq \mathcal{L}(H_\mu)$, $M := A^{op} \subseteq \mathcal{L}(H)$ and denote by $\tilde{\mu}, \tilde{r}, \tilde{\phi}, \tilde{s}, \tilde{\psi}$ the normal extensions of $\mu, r, \phi, s, \psi$; see Lemma 2.2. The comultiplication $\Delta = \Delta_V$ extends uniquely to a normal *-homomorphism $\tilde{\Delta}: M \to \mathcal{L}(H_{\alpha} \otimes \beta)$ via $x \mapsto V(x_{\beta}^{\alpha} \otimes 1)V^*$. To obtain a Hopf-von Neumann bimodule [20] $(N, M, \tilde{r}, \tilde{s}, \tilde{\Delta})$, we
need to identify $\tilde{\Delta}(M)$ with a subalgebra of the fiber product $M_{\tilde{s}^{\tilde{t}}\mu}M$ [13] which acts on the relative tensor product $H_{\tilde{s}\tilde{t}H}/\mu$ [14].

Let us recall the definition of $H_{\tilde{s}\tilde{t}H}/\mu$ and of $M_{\tilde{s}^{\tilde{t}}\mu}$. Put

$$D(\tilde{s}H;\tilde{\mu}) := \{ \eta \in H \mid \exists C > 0 \forall y \in N : |\tilde{r}(y)\eta| \leq C |y_{\mu}| \}. $$

Thus, an element $\eta \in H$ belongs to $D(\tilde{s}H;\tilde{\mu})$ if and only if the map $N_{\mu} \to H$, $y_{\mu} \mapsto \tilde{r}(y)\eta$, extends to an operator $R_{\mu}(\eta) \in L(H_{\mu},H)$. Clearly, $R_{\mu}(\eta)^* R_{\mu}(\eta') \in N'$ for all $\eta, \eta' \in D(\tilde{s}H;\tilde{\mu})$. The space $H_{\tilde{s}\tilde{t}H}/\mu$ is the separated completion of the algebraic tensor product $H \otimes D(\tilde{s}H;\tilde{\mu})$ with respect to the sesquilinear form defined by $\langle \omega \otimes \eta | \omega' \otimes \eta' \rangle = \langle \omega | \tilde{s}(R_{\mu}(\eta)^* R_{\mu}(\eta')) \omega' \rangle$ for all $\omega, \omega' \in H$, $\eta, \eta' \in D(\tilde{s}H;\tilde{\mu})$. We denote the image of an element $\omega \otimes \eta$ in $H_{\tilde{s}\tilde{t}H}/\mu$ by $\omega_{\tilde{s}\tilde{t}H}/\mu \eta$. Clearly, $\tilde{r}(N_{\mu})D(\tilde{s}H;\tilde{\mu}) \subseteq D(\tilde{s}H;\tilde{\mu})$, and for each $x, y \in M'$, there exists a well-defined operator $x_{\tilde{s}\tilde{t}H}/\mu y \subseteq L(H_{\tilde{s}\tilde{t}H}/\mu)$ such that $(x_{\tilde{s}\tilde{t}H}/\mu y)(\omega_{\tilde{s}\tilde{t}H}/\mu \eta) = x\omega_{\tilde{s}\tilde{t}H}/\mu y \eta$ for all $\omega \in H$, $\eta \in D(\tilde{s}H;\tilde{\mu})$. Now, $M_{\tilde{s}^{\tilde{t}}\mu}M = (M'_{\tilde{s}\tilde{t}H}/\mu M')'$ is the separated completion of $H_{\tilde{s}\tilde{t}H}/\mu$.

**Lemma 5.13.**

i) $a^{op}\zeta_{\mu} \in D(\tilde{s}H;\tilde{\mu})$, $R_{\mu}(a^{op}\zeta_{\mu}) = a^{op}\zeta_{\mu} \in \beta$ for all $a \in A$.

ii) There exist inverse isomorphisms

$$H_{a_{\tilde{s}\tilde{t}H}/\mu} \cong H_{\mu_{\tilde{s}\tilde{t}H}/\mu} \Rightarrow \Phi \Rightarrow \alpha \otimes \rho_{\beta} H \cong H_{a_{\tilde{s}\tilde{t}H}/\mu} $$

such that $\Phi(\omega \otimes a^{op}\zeta_{\mu}) = \omega \otimes a^{op}\zeta_{\mu}$, $\Psi(\xi \otimes \rho_{\beta}(\eta) \zeta) = \xi \otimes \rho_{\beta}(\eta) \zeta$ for all $\omega \in H$, $a \in A$, $\xi \in \alpha$, $\eta \in D(\tilde{s}H;\tilde{\mu})$.

**Proof.** (1) For all $a \in A, y \in N, r(y) a^{op}\zeta_{\mu} = a^{op}\tilde{r}(y) \zeta_{\mu} \eta = a^{op}\eta a^{op}\zeta_{\mu}$.

(2) $\Phi$ and $\Psi$ are well-defined inverse isometries because

$$|\omega \otimes a^{op}\zeta_{\mu}|^2 = |\omega | \rho_{\alpha}(\zeta_{\mu}^{*}(a^{op})^{*} a^{op}\zeta_{\mu}) |^2 = |\omega \tilde{s}(R_{\mu}(\eta)^* R_{\mu}(\eta'))\omega' |^2, $$

$$|\xi \otimes \rho_{\beta}(\eta) \zeta|^2 = |\xi \tilde{s}(R_{\mu}(\eta)^* R_{\mu}(\eta')) \xi_{\mu} |^2 = |\xi \rho_{\beta}(\xi^{*} \zeta) \rho_{\beta}(\eta) \xi_{\mu} |^2, $$

$$(\Psi \circ \Phi)(\xi \otimes a^{op}\zeta_{\mu}) = \xi \otimes R_{\mu}(a^{op}\zeta_{\mu}) \zeta = \xi \otimes a^{op}\zeta_{\mu} \zeta = \xi \otimes a^{op}\zeta_{\mu}$$

for all $\omega, a, \xi, \eta, \zeta$ as above.

We identify $H_{a_{\tilde{s}\tilde{t}H}/\mu}$ with $H_{\tilde{s}\tilde{t}H}/\mu$ via $\Phi, \Psi$ and consider $\tilde{\Delta}$ as a map $M \to L(H_{\tilde{s}\tilde{t}H}/\mu)$.

**Theorem 5.14.** $(N, M, \tilde{r}, \tilde{s}, \tilde{\Delta}, \tilde{\phi}, \tilde{\psi}, \tilde{\mu})$ is a measurable quantum groupoid.
Proof. First, the relation $\Delta(A) \subseteq A_{\alpha \beta} \subseteq (A_{\alpha} \otimes A_{\beta}) \cap (\text{id}_{\alpha} \otimes A) [17, \text{Lemma 3.8}]$ implies $\hat{\Delta}(M) \subseteq M_{\hat{\alpha}} \hat{\mu}M$, and the definition of $\hat{\Delta}$ and the fact that $V$ is a $C^*$-pseudo-multiplicative unitary imply that $(N, M, \hat{r}, \hat{s}, \hat{\Delta})$ is a Hopf-von Neumann bimodule.

Second, one has to check that $\hat{\phi}$ and $\hat{\psi}$ are left- and right-invariant, respectively. This follows from the fact that these maps are normal extensions of $\phi$ and $\psi$, which are left- and right-invariant, respectively.

Finally, one has to check that the modular automorphism groups of $\tilde{\nu}$ and $\psi$ commute, but this follows from the fact that $\tilde{\nu}^{-1} = \tilde{\nu}_{1/2}$.

\section{Principal compact $C^*$-quantum groupoids}

Principal compact $C^*$-quantum groupoids are particularly simple examples of compact $C^*$-quantum groupoids. We give the definitions and discuss some of the main properties. For proofs and further details, see [19].

Recall that a compact groupoid $G$ is principal if the map $G \to G^0 \times G^0$ given by $x \mapsto (r(x), s(x))$ is injective or, equivalently, if $C(G) = [r^*(C(G^0))s^*(C(G^0))]$. This condition can be carried over to compact $C^*$-quantum groupoids as follows:

\textbf{Definition 6.1.} A compact $C^*$-quantum groupoid $(B, \mu, A, r, \phi, s, \psi, \delta, R, \Delta)$ is principal if $A = [r(B)s(B^{op})]$.

To simplify the following discussion, we only consider the case where $\delta = 1_A$, which is not a serious restriction; see Corollary 4.8.

Essentially, a principal compact $C^*$-quantum groupoid is completely determined by the conditional expectation $\tau : B \to \tau(B) \subseteq Z(B)$ introduced in Subsection 4.3. The first result in this direction is the following proposition:

\textbf{Proposition 6.2.} Let $(B, \mu, A, r, \phi, s, \psi, 1_A)$ be a compact $C^*$-quantum graph such that $A = [r(B)s(B^{op})]$. Then the following two conditions are equivalent:

i) There exist $R, \Delta$ such that $(B, \mu, A, r, \phi, s, \psi, 1_A, R, \Delta)$ is a compact $C^*$-quantum groupoid.

ii) $\tau(b) = \tau(l(b^{op}))$ for all $b \in B$, $\tau : B \to \tau(B)$ is a conditional expectation, $\mu \circ \tau = \mu$, $r \circ \tau = s \circ \tau$, and $\tau(\sigma^\mu_{s \mu}(d)) = \tau(\sigma^\mu_{r \mu}(d))$ for all $b, d \in \text{Dom}(\sigma^\mu_{s \mu})$.

\hfill $\Box$

To every compact groupoid $G$, we can associate a principal compact groupoid whose total space is $\{(r(x), s(x)) \mid x \in G\}$. Likewise, we can associate to every compact $C^*$-quantum groupoid a principal one:

\textbf{Corollary 6.3.} Let $(B, \mu, A, r, \phi, s, \psi, 1_A, R, \Delta)$ be a compact $C^*$-quantum groupoid and put $A = [r(B)s(B^{op})]$, $\hat{\phi} = \phi|_A$, $\hat{\psi} = \psi|_A$, $\hat{R} = R|_A$. Then there exists a unique $*$-homomorphism $\tilde{\Delta}$ such that $(B, \mu, \hat{A}, r, \hat{\phi}, s, \hat{\psi}, 1_{\hat{A}}, \hat{R}, \tilde{\Delta})$ is a principal compact $C^*$-quantum groupoid.

\hfill $\Box$

A principal compact $C^*$-quantum groupoid can be reconstructed from the conditional expectation $\tau$ as follows. Assume that

- $C$ is a commutative unital $C^*$-algebra with a faithful state $\nu$,
- $B$ is a unital $C^*$-algebra with a $\nu$-module structure $(\gamma, \tau)$ such that \(\gamma(C) \subseteq Z(B)\).
We put $\mu := \upsilon \circ \tau$, identify $C$ with $\iota_0 C^q$ via $\iota$, define an isometry $\zeta : H_\upsilon \rightarrow H_\mu$ as in Lemma 3.7, and put $\gamma := [B_\zeta] \subseteq \mathcal{L}(H_\upsilon, H_\mu)$, $\gamma^{op} := [B^{op}_\zeta] \subseteq \mathcal{L}(H_\upsilon, H_\mu)$.

**Theorem 6.4.** There exists a unique principal compact $C^*$-quantum groupoid $(B, \mu, A, r, \phi, s, \psi, 1_A, R, \Delta)$ such that $A = B_{\gamma^{op} \otimes \gamma}(H_\mu)$ and $r(b) = b_{\gamma^{op} \otimes \gamma}^{op}$, $\phi(b_{\gamma^{op} \otimes \gamma}^{op}) = br(c)$, $s(c^{op}) = 1_{\gamma^{op} \otimes \gamma}^{op}$, $\psi(b_{\gamma^{op} \otimes \gamma}^{op}) = \tau(b)c^{op}$ for all $b, c \in B$.

Essentially, every principal compact $C^*$-quantum groupoid is of the form above.

**Proposition 6.5.** Let $(B, \mu, A, r, \phi, s, \psi, 1_A, R, \Delta)$ be a principal compact $C^*$-quantum groupoid.

1. $C := \tau(B)$ is a commutative unital $C^*$-algebra, $\upsilon := \mu|_C$ is a faithful state on $C$, $(\text{id}, \tau)$ is a $\upsilon$-module structure on $B$, and $\mu = \upsilon \circ \tau$.

Denote by $\zeta : H_\upsilon \rightarrow H_\mu$ the isometry $c_\zeta \mapsto c_\mu$. Put $\gamma := [B_\zeta]$, $\gamma^{op} := [B^{op}_\zeta]$.

2. There exists a unitary $\Xi : H_\upsilon \rightarrow (H_\mu)^{\gamma^{op} \otimes \gamma}(H_\mu)$ such that for all $b, c \in B$, $\Xi(r(b)^{op}s(c^{op})_\zeta) = b^{op}_\zeta \otimes \zeta \otimes c^{op}_\zeta$, $\Xi(r(b)s(c^{op}))^\gamma_\upsilon = b^{op}_\gamma \otimes \zeta \otimes c^{op}_\gamma$.

3. $\text{Ad}_\Xi$ restricts to an isomorphism $A \rightarrow B_{\gamma^{op} \otimes \gamma}(H_\mu)$ such that $r(b)s(c^{op}) \mapsto b_{\gamma^{op} \otimes \gamma}^{op}c^{op}$ for all $b, c \in B$.

7. **Examples related to groupoids**

Prototypical examples of compact $C^*$-quantum groupoids are the function algebra of a compact groupoid and the reduced groupoid $C^*$-algebra of an $r$-discrete groupoid with compact space of units. We outline these examples; for proofs and further details, see [19]. For some background on groupoids, see [10, 12].

Let $G$ be a locally compact, Hausdorff, second countable groupoid with unit space $G^0$, range and source maps $r_G, s_G : G \rightarrow G^0$, left Haar system $\lambda$, and associated right Haar system $\lambda^{-1}$. For each $u \in G^0$, put $G_u := r_G^{-1}(u)$, $G_u := s_G^{-1}(u)$. Let $\mu_G$ be a probability measure on $G^0$ with full support and define measures $\nu_G, \nu_G^{-1}$ on $G$ such that for all $f \in C_c(G)$,

$$\int_G f \, d\nu_G = \int_{G^0} \int_{G_u} f(x) \, d\lambda(x) \, d\mu_G(u), \quad \int_G f \, d\nu_G^{-1} = \int_{G^0} \int_{G_u} f(x) \, d\lambda^{-1}(x) \, d\mu_G(u).$$

We impose the following assumptions:

1. the space of units $G^0$ is compact;
2. $\mu_G$ is quasi-invariant in the sense that $\nu_G$ and $\nu_G^{-1}$ are equivalent;
3. the Radon-Nikodym derivative $D = d\nu_G/d\nu_G^{-1}$ is continuous.

To equip the function algebra and the reduced groupoid $C^*$-algebra of $G$ with the structure of Hopf $C^*$-bimodules, we use a $C^*$-pseudo-multiplicative unitary naturally associated to $G$ [15, 17]. This unitary is constructed as follows.

Denote by $\mu$ the trace on $C(G^0)$ given by $f \mapsto \int_{G^0} f \, d\mu_G$, put $H := L^2(G, \nu_G)$, and define Hilbert $C^*-C(G^0)$-modules $L^2(G, \lambda)$, $L^2(G, \lambda^{-1})$ to be the completions of the
pre-$C^*$-module $C_c(G)$, where for all $\xi, \xi' \in C_c(G)$, $u \in G^0$, $f \in C(G^0)$, $x \in G$,

$$\langle \xi' | \xi \rangle(u) = \int_{G^0_u} \overline{\xi'(u)} \xi(u) d\lambda_u(x), \quad (\xi f)(x) = \xi(x f(r_G(x))) \quad \text{in case of } L^2(G, \lambda),$$

$$\langle \xi' | \xi \rangle(u) = \int_{G^0_u} \overline{\xi'(u)} \xi(u) d\lambda_u^{-1}(1), \quad (\xi f)(x) = \xi(x f(s_G(x))) \quad \text{in case of } L^2(G, \lambda^{-1}).$$

There exist embeddings $j : L^2(G, \lambda) \to \mathcal{L}(H, H)$ and $\hat{j} : L^2(G, \lambda^{-1}) \to \mathcal{L}(H, H)$ such that $(j(\xi)\zeta)(x) = \xi(x)\zeta(r_G(x))$ and $(\hat{j}(\xi)\zeta)(x) = \xi(x)D(x)^{-1/2}\zeta(s_G(x))$ for all $\xi \in C_c(G)$, $\zeta \in C(G^0)$, $x \in G$, and with $\rho \coloneqq j(L^2(G, \lambda))$ and $\sigma \coloneqq \hat{j}(L^2(G, \lambda^{-1}))$, the tuple $(H, \sigma, \rho, \rho)$ is a $C^\ast$-$\mu$-$\mu$-module.

The relative tensor products $H \otimes_{\mu} H$ and $H \otimes_{\mu} H$ can be described as follows. Define measures $\nu_{s,r} \colon G^1_{s,r} := \{(x, y) \in G \times G \mid s_G(x) = r_G(y)\}$ and $\nu_{r,s} \colon G^2_{r,s} := \{(x, y) \in G \times G \mid r_G(x) = s_G(y)\}$ such that for all $f \in C_c(G^2_{s,r})$, $g \in C_c(G^2_{r,s})$

$$\int_{G^2_{s,r}} f(x,y) \, d\nu_{s,r}^2 := \int_{G^0} \int_{G^2} \int_{G^2_{s,r}} f(x,y) \, d\lambda^G(x) \, d\lambda^G(y) \, d\mu_G(u),$$

$$\int_{G^2_{r,s}} g(x,y) \, d\nu_{r,s}^2 := \int_{G^0} \int_{G^2} \int_{G^2_{r,s}} g(x,y) \, d\lambda^G(x) \, d\lambda^G(y) \, d\mu_G(u).$$

Then there exist isomorphisms

$$\Phi : H \otimes_{\mu} H \to L^2(G^2_{s,r}, \nu_{s,r}^2), \quad \Psi : H \otimes_{\mu} H \to L^2(G^2_{r,s}, \nu_{r,s}^2),$$

such that for all $\eta, \xi \in C_c(G)$, $\zeta \in C_c(G^0)$, $(x, y) \in G^2_{s,r}$, $(x', y') \in G^2_{r,s}$,

$$\Phi(j(\eta) \otimes \zeta \otimes j(\xi))(x,y) = \eta(x)D(x)^{-1/2}(s_G(x))\xi(y),$$

$$\Psi(j(\eta) \otimes \zeta \otimes j(\xi))(x', y') = \eta(x')\zeta(r_G(x'))\xi(y').$$

We identify $H \otimes_{\mu} H$ with $L^2(G^2_{s,r}, \nu_{s,r}^2)$ and $H \otimes_{\mu} H$ with $L^2(G^2_{r,s}, \nu_{r,s}^2)$ via $\Phi, \Psi$.

**Theorem 7.1.** There exists a regular $C^\ast$-pseudo-multiplicative unitary $((H, \sigma, \rho, \rho), V)$ such that $(V \omega)(x,y) = \omega(x, x^{-1}y)$ for all $\omega \in C_c(G^2_{s,r})$, $(x, y) \in G^2_{r,s}$, $\xi \in C_c(G)$, $z \in G$. \hfill $\Box$

The Hopf $C^\ast$-bimodules $(A(V)^{\rho \rho}_H, \Delta_V)$ and $(\hat{A}(V)^{\rho \sigma}_H, \hat{\Delta}_V)$ can be described as follows. Embed $C_0(G)$ into $\mathcal{L}(H)$ via the representation given by multiplication operators, and denote by $C^\ast_c(G)$ the reduced groupoid $C^\ast$-algebra of $G$, that is, the closed linear span of all operators $L(g) \in \mathcal{L}(H)$, where $g \in C_c(G)$ and

$$(L(g)f)(x) = \int_{G^r|G(x)} g(z) D(z)^{-1/2} f(z^{-1}x) d\lambda^G|G(x)(z) \quad \text{for all } f \in C_c(G), x \in G.$$

**Proposition 7.2.**

1) $A(V) = C^\ast_c(G)$ and

$$(\Delta_V(L(g)) \omega)(x, y) = \int_{G^r|G(x)} g(z) D(z)^{-1/2} \omega(z^{-1}x, z^{-1}y) d\lambda^G|G(x)(z)$$

for all $g \in C_c(G)$, $\omega \in C_c(G^2_{r,s})$, $(x, y) \in G^2_{r,s}$. 
\[ \tilde{A}(V) = C_0(G) \text{ and } (\tilde{\Delta}_V(f)\omega)(x,y) = f(xy)\omega(x,y) \text{ for all } f \in C_0(G), \omega \in C_c(G^2_{s,r}), (x,y) \in G^2_{s,r}. \]

Using the preceding result, it is not difficult to prove the following theorems:

**Theorem 7.3.** If \( G \) is compact, there exists a compact \( C^* \)-quantum groupoid

\[
(C(G^0), \mu, C(G), r, s, \phi, \psi, D^{-1}, \tilde{\Delta}_V, R)
\]

such that \( r(f) = r^0_{\phi}(f), s(f) = s^0_{\phi}(f), \)

\[
(\phi(g))(u) = \int_{G^0} g(y)d\lambda_u(y), \quad (\psi(g))(u) = \int_{G^0} g(y)d\lambda^{-1}_u(y)
\]

and \( (R(g))(x) = g(x^{-1}) \) for all \( f \in C(G^0), g \in C(G), u \in G^0, x \in G. \)

**Theorem 7.4.** Let \( G \) be \( r \)-discrete and let \( \lambda \) be the family of counting measures. Embed \( C(G^0) \) into \( C_c(G) \) by extending functions outside of \( G^0 \) by \( 0 \). Then there exists a compact \( C^* \)-quantum groupoid \( (C(G^0), \mu, C_c(G), r, s, \phi, \psi, D^{-1}, \tilde{\Delta}_V, R) \) such that \( \phi(f) = L(f), \)

\[
\psi(L(g)) = g|G^0, R(L(g)) = L(g^1) \text{ for all } f \in C(G^0), g \in C_c(G), \text{ where } g^1(x) = g(x^{-1}) \text{ for all } x \in G. \]
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COACTIONS OF HOPF $C^*$-BIMODULES
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Abstract. Coactions of Hopf $C^*$-bimodules simultaneously generalize coactions of Hopf $C^*$-algebras and actions of groupoids. Following an approach of Baaj and Skandalis, we construct reduced crossed products and establish a duality for fine coactions. Examples of coactions arise from Fell bundles on groupoids and actions of a groupoid on bundles of $C^*$-algebras. Continuous Fell bundles on an étale groupoid correspond to coactions of the reduced groupoid algebra, and actions of a groupoid on a continuous bundle of $C^*$-algebras correspond to coactions of the function algebra.
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1. INTRODUCTION AND PRELIMINARIES

Actions of quantum groupoids that simultaneously generalize actions of quantum groups and actions of groupoids have been studied in various settings, including that of weak Hopf algebras or finite quantum groupoids [24], [25], Hopf algebroids or algebraic quantum groupoids [7], [13], and Hopf-von Neumann bimodules or measured quantum groupoids [10], [11], [30]. In this article, we introduce and investigate coactions of Hopf $C^*$-bimodules or reduced locally compact quantum groupoids within the framework developed in [27], [29].

In the first part of this article, we construct reduced crossed products and dual coactions, and show that the bidual of a fine coaction is Morita equivalent to the initial coaction. These constructions apply to pairs of Hopf $C^*$-bimodules that appear as the left and the right leg of a (weak) $C^*$-pseudo-Kac system, which consists of a $C^*$-pseudo-multiplicative unitary [29] and an additional symmetry. We associate such a $C^*$-pseudo-Kac system to every groupoid and to every compact $C^*$-quantum groupoid and expect that the same can be done for every reduced locally compact quantum groupoid once this concept has been defined properly. The constructions in this part generalize corresponding constructions of Baaj and Skandalis [3] for coactions of Hopf $C^*$-algebras.

Coactions of the Hopf $C^*$-bimodules associated to a locally compact Hausdorff groupoid — the function algebra on one side and the reduced groupoid algebra on the other — are studied in detail in the second part of this article. We show that actions of the groupoid on continuous bundles of $C^*$-algebras correspond to coactions of the first Hopf $C^*$-bimodule, and that continuous Fell bundles on $G$ naturally yield coactions of the second Hopf $C^*$-bimodule. Generalizing results of Quigg [22] and Baaj and Skandalis [2] from groups to groupoids, we show that if the groupoid is étale, every coaction of the reduced groupoid algebra arises properly. The constructions in this part generalize corresponding constructions of Baaj and Skandalis [3] for coactions of Hopf $C^*$-algebras.

This article is organized as follows. The first part is concerned with coactions of Hopf $C^*$-bimodules and associated reduced crossed products.

Section 2 summarizes the relative tensor product of $C^*$-modules and the fiber product of $C^*$-algebras over $C^*$-bases [27] which are fundamental to everything that follows, and introduces coactions of Hopf $C^*$-bimodules.

Section 3 is concerned with $C^*$-pseudo-Kac systems. Every $C^*$-pseudo-Kac system gives rise to two Hopf $C^*$-bimodules, called the legs of the system, which are dual to each other in a suitable sense. Coactions of these legs on $C^*$-algebras, associated reduced crossed products, dual coactions and a duality theorem concerning iterated crossed products are discussed in Section 4.
Section 5 gives the construction of the $C^*$-pseudo-Kac system of a locally compact Hausdorff groupoid $G$. The associated Hopf $C^*$-bimodules are the function algebra on one side and the reduced groupoid $C^*$-algebra of $G$ on the other side. The second part of the article relates coactions of these Hopf $C^*$-bimodules to well-known notions.

Section 6 shows that actions of a groupoid $G$ on continuous bundles of $C^*$-algebras correspond to certain fine coactions of the function algebra of $G$.

Section 7 contains preliminaries on Fell bundles, their morphisms and multipliers.

Section 8 shows that continuous Fell bundles on $G$ give rise to coactions of the reduced groupoid $C^*$-algebra of $G$, and section 9 gives a reverse construction that associates to every sufficiently nice coaction of the groupoid algebra a Fell bundle provided that the groupoid $G$ is étale.

We use the following notation. Given a subset $Y$ of a normed space $X$, we denote by $[Y] \subset X$ the closed linear span of $Y$. All sesquilinear maps like inner products of Hilbert spaces are assumed to be conjugate-linear in the first component and linear in the second one. Given a Hilbert space $H$, we use the ket-bra notation and define for each $\xi \in H$ operators $|\xi\rangle : C \to H, \lambda \mapsto \lambda \xi$, and $\langle \xi | = |\xi\rangle^* : H \to C, \xi' \mapsto \langle \xi | \xi'\rangle$. Given a $C^*$-algebra $A$ and a subspace $B \subset A$, we denote by $A \cap B'$ the relative commutant $\{a \in A \mid [a, B] = 0\}$.

We shall make extensive use of (right) Hilbert $C^*$-modules; see [16]. In particular, we use the internal tensor product and the KSGNS-construction. Let $E$ be a Hilbert $C^*$-module over a $C^*$-algebra $A$, let $F$ be a Hilbert $C^*$-module over a $C^*$-algebra $B$, and let $\phi : A \to L(F)$ be a completely positive map. We denote by $E \otimes_\phi F$ the Hilbert $C^*$-module over $B$ which is the closed linear span of elements $\eta \otimes_\phi \xi$, where $\eta \in E$ and $\xi \in F$ are arbitrary, and $\langle \eta \otimes_\phi \xi | \eta' \otimes_\phi \xi' \rangle = \langle \xi | \phi(\eta) \eta' \rangle \langle \xi' | \xi \rangle$ and $(\eta \otimes_\phi \xi)b = \eta \otimes_\phi \xi b$ for all $\eta, \eta' \in E$, $\xi, \xi' \in F$, and $b \in B$. If $\phi$ is a $*$-homomorphism, this is the usual internal tensor product; if $F = B$, this is the KSGNS-construction. If $S \in L(E)$ and $T \in L(F) \cap \phi(A)'$, then there exists a unique operator $S \otimes_\phi T \in L(E \otimes_\phi F)$ such that $(S \otimes_\phi T)(\eta \otimes_\phi \xi) = S\eta \otimes_\phi T\xi$ for all $\eta \in E$, $\xi \in F$; see Proposition 1.34 in [9]. We sloppily write “$\otimes_\phi A$” or “$\otimes_\phi$” instead of “$\otimes_\phi$” if no confusion may arise. We also define a flipped product $F_\phi \otimes E$ as follows. We equip the algebraic tensor product $F \otimes E$ with the structure maps $\langle \xi \otimes \eta | \eta' \otimes \eta'' \rangle := \langle \xi | \phi(\eta) \eta' \rangle \langle \eta | \eta'' \rangle$, $(\xi \otimes \eta)b := \xi b \otimes \eta$, form the separated completion, and obtain a Hilbert $C^*$-module $F_\phi \otimes E$ over $B$ which is the closed linear span of elements $\xi_\phi \otimes \eta$, where $\eta \in E$ and $\xi \in F$ are arbitrary, and $\langle \xi_\phi \otimes \eta | \eta' \otimes \eta'' \rangle = \langle \xi | \phi(\eta) \eta' \rangle \langle \eta | \eta'' \rangle$ and $(\xi_\phi \otimes \eta)b = \xi_\phi \otimes \eta b$ for all $\eta, \eta' \in E$, $\xi, \xi' \in F$, and $b \in B$. Again, we sloppily write “$\otimes_\phi$” or “$\otimes_\phi$” instead of “$\otimes_\phi$” if no confusion may arise. Evidently, there exists a unitary $\Sigma : F \otimes E \overset{\cong}{\to} E \otimes F, \eta \otimes \xi \mapsto \xi \otimes \eta$.

2. Hopf $C^*$-bimodules and coactions

A groupoid differs from a group in the non-triviality of its unit space. In almost every approach to quantum groupoids, the unit space is replaced by a nontrivial algebra, and a relative tensor product of modules and a fiber product of algebras over that algebra become fundamentally important. We shall use the corresponding constructions for $C^*$-algebras introduced in [27] and briefly summarize the main definitions and results below.

For additional details and motivation, see [27], [29].
2.1. The relative tensor product. A $C^*\text{-base}$ is a triple $(\mathfrak{A}, \mathfrak{B}, \mathfrak{B}^\dagger)$ consisting of a Hilbert space $\mathfrak{A}$ and two commuting nondegenerate $C^*$-algebras $\mathfrak{B}, \mathfrak{B}^\dagger \subseteq \mathcal{L}(\mathfrak{A})$. It should be thought of as a $C^*$-algebraic counterpart to pairs consisting of a von Neumann algebra and its commutant. Let $\mathfrak{b} = (\mathfrak{A}, \mathfrak{B}, \mathfrak{B}^\dagger)$ be a $C^*$-base. Its opposite is the $C^*$-base $\mathfrak{b}^\dagger := (\mathfrak{A}, \mathfrak{B}^\dagger, \mathfrak{B})$.

A $C^*\text{-module}$ is a pair $H_\alpha = (H, \alpha)$, where $H$ is a Hilbert space and $\alpha \subseteq \mathcal{L}(\mathfrak{A}, H)$ is a closed subspace satisfying $[\alpha \mathfrak{A}] = H$, $[\alpha^* \mathfrak{B}] = \alpha$, and $[\alpha^* \alpha] = \mathfrak{B} \subseteq \mathcal{L}(\mathfrak{A})$. If $H_\alpha$ is a $C^*\text{-module}$, then $\alpha$ is a Hilbert $C^*$-module over $B$ with inner product $(\xi, \xi') \mapsto \xi^* \xi'$ and there exist isomorphisms

\begin{equation}
\alpha \otimes \mathfrak{A} \to H, \quad \xi \otimes \zeta \mapsto \xi \zeta,
\end{equation}

and a nondegenerate representation

$$\rho_\alpha : \mathfrak{B}^\dagger \to \mathcal{L}(H), \quad \rho_\alpha(b^\dagger)(\xi \zeta) = \xi b^\dagger \zeta$$

for all $b^\dagger \in \mathfrak{B}^\dagger, \xi \in \alpha, \zeta \in \mathfrak{A}$.

A semi-morphism between $C^*$-modules $H_{\alpha,\beta}$ and $K_{\beta}$ is an operator $T \in \mathcal{L}(H, K)$ satisfying $T\alpha \subseteq \beta$. If additionally $T^* \beta \subseteq \alpha$, we call $T$ a morphism. We denote the set of all semi-morphisms by $\mathcal{L}_{\alpha,\beta}(H_{\alpha}, K_{\beta})$. If $T \in \mathcal{L}_{\alpha,\beta}(H_{\alpha}, K_{\beta})$, then $T\rho_\alpha(b^\dagger) = \rho_\beta(b^\dagger)T$ for all $b^\dagger \in \mathfrak{B}^\dagger$, and if additionally $T \in \mathcal{L}(H_{\alpha}, K_{\beta})$, then left multiplication by $T$ defines an operator in $\mathcal{L}(\alpha, \beta)$ which we again denote by $T$.

We shall use the following notion of $C^*$-bi- and $C^*$-n-modules. Let $b_1, \ldots, b_n$ be $C^*$-bases, where $b_i = (\mathfrak{A}_i, \mathfrak{B}_i, \mathfrak{B}_i^\dagger)$ for each $i$. A $C^*$-$(b_1, \ldots, b_n)$-module is a tuple $(H, \alpha_1, \ldots, \alpha_n)$, where $H$ is a Hilbert space and $(H, \alpha_i)$ is a $C^*$-module for each $i$ such that $[\rho_\alpha(b_i^\dagger)\alpha_j] = \alpha_j$ whenever $i \neq j$. In the case $n = 2$, we abbreviate $H_{\beta} := (H, \alpha, \beta)$. If $(H, \alpha_1, \ldots, \alpha_n)$ is a $C^*$-$(b_1, \ldots, b_n)$-module, then $[\rho_\alpha(b_1^\dagger), \rho_\alpha(b_n^\dagger)] = 0$ whenever $i \neq j$. The set of semi-morphisms between $C^*$-$(b_1, \ldots, b_n)$-modules $\mathcal{L}_{\alpha}(H, K) := \bigcap_{i=1}^n \mathcal{L}_{\alpha_i}(H_{\alpha_i}, K_{\beta_i}) \subseteq \mathcal{L}(H, K)$.

Let $\mathfrak{b} = (\mathfrak{A}, \mathfrak{B}, \mathfrak{B}^\dagger)$ be a $C^*$-base, $H_{\beta}$ a $C^*$-module, and $K_{\gamma}$ a $C^*$-module. The relative tensor product of $H_{\beta}$ and $K_{\gamma}$ is the Hilbert space

$$H_{\beta} \otimes_{\mathfrak{b}} K := \beta \otimes \mathfrak{A} \otimes \gamma.$$

It is spanned by elements $\xi \otimes \zeta \otimes \eta$, where $\xi \in \beta$, $\zeta \in \mathfrak{A}$, $\eta \in \gamma$, and the inner product is given by $\langle \xi \otimes \zeta \otimes \eta | \xi' \otimes \zeta' \otimes \eta' \rangle = \langle \xi | \xi' \rangle \langle \zeta | \zeta' \rangle \langle \eta | \eta' \rangle$ for all $\xi, \xi' \in \beta$, $\zeta, \zeta' \in \mathfrak{A}$, $\eta, \eta' \in \gamma$. Obviously, there exists a unitary flip

$$\Sigma : H_{\beta} \otimes_{\mathfrak{b}} K \to K_{\gamma} \otimes_{\mathfrak{b}} H, \quad \xi \otimes \zeta \otimes \eta \mapsto \eta \otimes \zeta \otimes \xi.$$

Using the unitaries in (2.1) on $H_{\beta}$ and $K_{\gamma}$, respectively, we shall make the following identifications without further notice:

$$H_{\beta} \otimes_{\mathfrak{b}} K \cong H_{\beta} \otimes \gamma K \cong \beta \otimes_{\mathfrak{b}} K, \quad \xi \zeta \otimes \eta \equiv \xi \otimes \zeta \otimes \eta \equiv \xi \otimes \eta \zeta.$$

For all $S \in \rho_\beta(\mathfrak{B}^\dagger)'$ and $T \in \rho_\gamma(\mathfrak{B}^\dagger)'$, we have operators

$$S \otimes \text{id} \in \mathcal{L}(H_{\beta} \otimes \gamma), \quad \text{id} \otimes T \in \mathcal{L}(\beta \otimes_{\mathfrak{b}} K) = \mathcal{L}(H_{\beta} \otimes_{\mathfrak{b}} K).$$
If \( S \in \mathcal{L}_s(H_\beta) \) or \( T \in \mathcal{L}_s(K_\gamma) \), then \((S \otimes \text{id})(\xi \otimes \eta \zeta) = S \xi \otimes \eta \zeta \) or \((\text{id} \otimes T)(\xi \zeta \otimes \eta) = \xi \zeta \otimes T \eta \), respectively, for all \( \xi \in \beta, \ \zeta \in \mathfrak{A}, \ \eta \in \gamma \), so that we can define

\[
S \otimes \overline{T} := (S \otimes \text{id})(\xi \otimes \eta) \in \mathcal{L}(H_\beta \otimes_b K) \quad \text{for all } (S, T) \in \left( \mathcal{L}_s(H_\beta) \times \mathcal{L}_s(K_\gamma) \right).
\]

For each \( \xi \in \beta \) and \( \eta \in \gamma \), there exist bounded linear operators

\[
|\xi|_1: K \rightarrow H_\beta \otimes_b K, \ \omega \mapsto \xi \otimes \omega, \quad |\eta|_2: H \rightarrow H_\beta \otimes_b K, \ \omega \mapsto \omega \otimes \eta,
\]

whose adjoints \( \langle \xi |_1, \xi' \rangle \) and \( \langle \eta |_2, \eta' \rangle \) are given by

\[
\langle \xi |_1, \xi' \rangle = \langle \xi' \otimes \omega, \eta \rangle, \quad \langle \eta |_2, \eta' \rangle = \langle \omega \otimes \eta', \eta \rangle.
\]

We write \( |\beta|_1 := \{ |\xi|_1 | \xi \in \beta \} \subseteq L(K, H_\beta \otimes_b K) \) and similarly define \( |\beta|_1, |\gamma|_2, \) and \( |\gamma|_2 \).

Let \( \mathcal{H} = (H, \alpha_1, \ldots, \alpha_m, \beta) \) be a \( C^* \)-\( (a_1, \ldots, a_m, b) \)-module and \( \mathcal{K} = (K, \gamma, \delta_1, \ldots, \delta_n) \) a \( C^* \)-\( (b^1, c_1, \ldots, c_n) \)-module, where \( a_i = (\mathfrak{A}_i, \mathfrak{A}_i, \mathfrak{A}_i^t) \) and \( c_j = (\mathfrak{A}_j, \mathfrak{A}_j, \mathfrak{A}_j) \) are \( C^* \)-bases for all \( i, j \). We define

\[
\alpha \lhd \gamma := [|\gamma|_2 \alpha] \subseteq L(\mathfrak{A}_i, H_\beta \otimes_b K), \quad \beta \rhd \delta := [|\beta|_1 \delta] \subseteq L(\mathfrak{A}_j, H_\beta \otimes_b K)
\]

for all \( i, j \). Then \( (H_\beta \otimes_b K, \alpha_1 \lhd \gamma, \ldots, \alpha_m \lhd \gamma, \beta \rhd \delta_1, \ldots, \beta \rhd \delta_n) \) is a \( C^* \)-\( (a_1, \ldots, a_m, c_1, \ldots, c_n) \)-module, called the \textit{relative tensor product} of \( \mathcal{H} \) and \( \mathcal{K} \) and denoted by \( \mathcal{H} \otimes_b \mathcal{K} \).

For all \( i, j \) and \( a^t \in \mathfrak{A}_i, c^t \in \mathfrak{A}_j^t \),

\[
\rho(\alpha \lhd \gamma)(a^t) = \rho(\alpha)(a^t) \otimes \text{id}, \quad \rho(\beta \rhd \delta)(c^t) = \text{id} \otimes \rho(\delta)(c^t).
\]

The relative tensor product is functorial in the following sense. Let \( \tilde{\mathcal{H}} = (\tilde{H}, \tilde{\alpha}_1, \ldots, \tilde{\alpha}_m, \tilde{\beta}) \) a \( C^* \)-\( (a_1, \ldots, a_m, b) \)-module, let \( \tilde{\mathcal{K}} = (\tilde{K}, \tilde{\gamma}, \tilde{\delta}_1, \ldots, \tilde{\delta}_n) \) a \( C^* \)-\( (b^1, c_1, \ldots, c_n) \)-module, and let \( S \in \mathcal{L}_s(\mathcal{H}, \tilde{\mathcal{H}}) \), \( T \in \mathcal{L}_s(\mathcal{K}, \tilde{\mathcal{K}}) \). Then there exists a unique operator \( S \otimes \overline{T} \in \mathcal{L}_s(\mathcal{H} \otimes_b \mathcal{K}, \tilde{\mathcal{H}} \otimes_{\tilde{b}} \tilde{\mathcal{K}}) \) satisfying \((S \otimes \overline{T})(\xi \otimes \zeta \otimes \eta) = S \xi \otimes \zeta \otimes T \eta \) for all \( \xi \in \beta, \ \zeta \in \mathfrak{A}, \ \eta \in \gamma \).

Finally, the relative tensor product is associative in the following sense. Let \( \mathfrak{A}, \mathfrak{A}_1, \ldots, \mathfrak{A}_l \) be \( C^* \)-bases, \( \mathcal{K} = (K, \gamma_1, \ldots, \gamma_l, \epsilon) \) a \( C^* \)-\( (b^1, c_1, \ldots, c_n) \)-module and \( \mathcal{L} = (L, \phi, \psi_1, \ldots, \psi_l) \) a \( C^* \)-\( (b^1, c_1, \ldots, c_l) \)-module. Then there exists a canonical isomorphism

\[
(2.2) \quad a_{\mathcal{H}, \mathcal{K}, \mathcal{L}}: (H_\beta \otimes_b K, \beta \lhd \gamma \otimes \phi \rightarrow \beta \otimes \rho_\gamma K_\rho \otimes \phi \rightarrow H_\beta \otimes_b K_\rho \otimes \phi \rightarrow H_\beta \otimes_b K_\rho \otimes \phi \rightarrow H_\beta \otimes_b K_\rho \otimes \phi \rightarrow L)
\]

which is an isomorphism of the \( C^* \)-\( (a_1, \ldots, a_m, c_1, \ldots, c_n, c_1, \ldots, c_l) \)-modules \( (\mathcal{H} \otimes \mathcal{K}) \otimes \mathcal{L} \) and \( \mathcal{H} \otimes (\mathcal{K} \otimes \mathcal{L}) \). From now on, we identify the Hilbert spaces in (2.2) and denote them by \( H_\beta \otimes_b K_\rho \otimes \phi \).
2.2. The fiber product of $C^*$-algebras. Let $b_1, \ldots, b_n$ be $C^*$-bases, where $b_i = (\mathcal{B}_i, \mathcal{B}_i^1)$ for each $i$. A (nondegenerate) $C^*$-$(b_1, \ldots, b_n)$-algebra consists of a $C^*$-$(b_1, \ldots, b_n)$-module $(H, \alpha_1, \ldots, \alpha_n)$ and a (nondegenerate) $C^*$-algebra $A \subseteq \mathcal{L}(H)$ such that $\rho_{\alpha_i}(\mathcal{B}_i^1)A$ is contained in $A$ for each $i$. We shall only be interested in the cases $n = 1, 2$, where we abbreviate $A^a_\alpha := (H, A), A^{a,\beta}_\alpha := (a_{\alpha,\beta}, A)$. Given a $C^*$-$(b_1, \ldots, b_n)$-algebra $A = ((H, \alpha_1, \ldots, \alpha_n), A)$, we identify $M(A)$ with a $C^*$-subalgebra of $\mathcal{L}(AH)$ and obtain $C^*$-$(b_1, \ldots, b_n)$-algebra $M(A) = ((H, \alpha_1, \ldots, \alpha_n), M(A))$.

We need several notions of a morphism. Let $A = (\mathcal{H}, A)$ and $\mathcal{C} = (K, C)$ be $C^*$-$(b_1, \ldots, b_n)$-algebras, where $\mathcal{H} = (H, \alpha_1, \ldots, \alpha_n)$ and $K = (K, \gamma_1, \ldots, \gamma_n)$. A $*$-homomorphism $\pi: A \to C$ is called a jointly (semi-)normal morphism or briefly (semi-)morphism from $A$ to $\mathcal{C}$ if $[\mathcal{L}^p_\alpha(\mathcal{H}, K)_{a_i}] = \gamma_i$ for each $i$, where

$$\mathcal{L}^p_\alpha(\mathcal{H}, K) = \{T \in \mathcal{L}(\mathcal{H}) \mid Ta = (\pi(a))T \text{ for all } a \in A\}.$$ 

One easily verifies that every (semi-)morphism $\pi$ between $C^*$-b-algebras $A^q_H$ and $C^\gamma_K$ satisfies $\pi(\rho_{\alpha}(b^i)) = \rho_{\gamma}(b^i)$ for all $b^i \in \mathcal{B}_i^1$.

We construct a fiber product of $C^*$-algebras over $C^*$-bases as follows. Given Hilbert spaces $H, K$, a closed subspace $E \subseteq \mathcal{L}(H, K)$, and a $C^*$-algebra $A \subseteq \mathcal{L}(H)$, we define a $C^*$-algebra

$$\text{Ind}_{E}(A) := \{T \in \mathcal{L}(K) \mid TE \subseteq [EA] \text{ and } T^*E \subseteq [EA]\} \subseteq \mathcal{L}(K).$$

Let $b$ be a $C^*$-base, $A^\beta_H$ a $C^*$-b-algebra, and $B^\gamma_K$ a $C^*$-b$^1$-algebra. The fiber product of $A^\beta_H$ and $B^\gamma_K$ is the $C^*$-algebra

$$A_{b}^{\beta \gamma} := \text{Ind}_{[b]}(B) \cap \text{Ind}_{[b]}(A) \subseteq \mathcal{L}(H_{\beta \otimes \gamma} K).$$

To define coactions, we also need to consider the $C^*$-algebra

$$A_{b}^{\beta \gamma} := \text{Ind}_{[b]}(B) \cap \text{Ind}_{[b]}(A) \subseteq \mathcal{L}(H_{\beta \otimes \gamma} K),$$

which evidently contains $A_{b}^{\beta \gamma} B$. If $A$ and $B$ are unital, so is $A_{b}^{\beta \gamma} B$, but otherwise, $A_{b}^{\beta \gamma} B$ and $A_{b}^{\beta \gamma}$ may be degenerate. Clearly, conjugation by the flip $\Sigma: H_{\beta \otimes \gamma} K \to K_{\gamma \otimes \beta} H$ yields an isomorphism

$$\text{Ad}_{\Sigma}: A_{b}^{\beta \gamma} B \to B_{b}^{\gamma \beta} A.$$

If $\alpha, \gamma$ are $C^*$-bases, $A_{H}^{\alpha, \beta}$ is a $C^*$-$(a, b)$-algebra and $B_{K}^{\gamma, \delta}$ a $C^*$-$(b^1, c)$-algebra, then

$$A_{H}^{\alpha, \beta} \ast B_{K}^{\gamma, \delta} := (\alpha_{H_{\beta \otimes \gamma} K_{\delta}, A_{b}^{\beta \gamma} B)$$

is a $C^*$-$(a, c)$-algebra, called the fiber product of $A_{H}^{\alpha, \beta}$ and $B_{K}^{\gamma, \delta}$; see Proposition 3.15 in [27]. Likewise, $(\alpha_{H_{\beta \otimes \gamma} K_{\delta}, A_{b}^{\beta \gamma} B)$ is a $C^*$-$(a, c)$-algebra.

The fiber product need not be associative, but in this article, it will only appear as the target of a comultiplication or coaction whose coassociativity will compensate the non-associativity of the fiber product.

More importantly, the fiber product is functorial in the following sense. Let $\phi$ be a (semi-)morphism of $C^*$-$(a, b)$-algebras $A = A_{H}^{\alpha, \beta}$ and $\mathcal{C} = C_{L}^{\gamma, \lambda}$, and $\psi$ a (semi-)morphism
of $C^*(b^1, c)$-algebras $B = B_K^{\alpha, \beta}$ and $D = D_M^{\mu, \nu}$. Then there exists a unique (semi-)morphism of $C^*(a, c)$-algebras $\phi \ast \psi$ from $(a_H \otimes_b K, A_{b}^\alpha \ast \gamma B)$ to $(a_L \otimes_{\mu} M, C_{b}^\ast \ast \delta D)$ such that 

$$(\phi \ast \psi)(x)R = Rx \quad \text{for all } x \in A_{b}^\ast \gamma B \text{ and } R \in I_{M}J_{H} + J_{L}I_{K},$$

where $I_X = L^0(H, L) \otimes b_{b} \text{id}_X$, $J_Y = \text{id}_Y \otimes L^0(K, M)$ for $X \in \{K, \{H, L\}, Y \in \{H, L\}$, and $\phi \ast \psi$ restricts to a (semi-)morphism from $A_{H}^{\alpha, \beta} \ast B_{K}^{\gamma, \delta}$ to $C_{L}^{\mu, \nu} \ast D_{M}^{\mu, \nu}$; see Theorem 3.19 in [27]. The proof uses the following result, which essentially is Lemma 3.18 in [27].

**Lemma 2.1.** Let $\mathfrak{c}$ be a $C^*$-base, $\pi$ a semi-morphism of $C^*$-$b$-algebras $A_{H}^{\beta, \gamma}$, $C_{p}^{\lambda}$, and $\gamma K_{b}$ a $C^*$-$(b^1, c)$-module. Let $I := L_{b}(H, L_{\lambda}) \otimes id \subseteq \mathcal{L}(H \otimes_{\beta} K, L_{\lambda} \otimes_{\gamma} K)$ and $I := (I^* I) \subseteq \mathcal{L}(H \otimes_{\beta} K, L_{\lambda} \otimes_{\gamma} K)$.

- (i) $X := (H \otimes_{\beta} K_{b}, X)$ and $Y := (L_{\lambda} \otimes_{\gamma} K_{b}, Y)$ are $C^*$-$c$-algebras.
- (ii) There exists a semi-morphism $\text{Ind}_{\gamma, \gamma}^{\lambda}(\pi) : X \rightarrow Y$ such that $(\text{Ind}_{\gamma, \gamma}^{\lambda}(\pi))(x)z = xz$ for all $x \in X$ and $z \in I$.
- (iii) If $B_{K}^{\gamma}$ is a $C^*$-$b^1$-algebra, then $A_{b}^{\alpha} \ast \gamma B \subseteq A_{b}^{\alpha} \ast \gamma B \subseteq X$, $(\text{Ind}_{\gamma, \gamma}^{\lambda}(\pi))(A_{b}^{\alpha} \ast \gamma B) \subseteq C_{b}^{\lambda} \ast \gamma B$ and $(\text{Ind}_{\gamma, \gamma}^{\lambda}(\pi))(A_{b}^{\alpha} \ast \gamma B) \subseteq C_{b}^{\lambda} \ast \gamma B$.
- (iv) $[\gamma, \gamma]2(A, \gamma) \subseteq X$ and $(\text{Ind}_{\gamma, \gamma}^{\lambda}(\pi))(\langle [\gamma, \gamma]2(A, \gamma) \rangle) = \langle [\gamma, \gamma]2(\pi(A, \gamma) \rangle.$

### 2.3. Hopf $C^*$-bimodules and coactions

The notion of a Hopf $C^*$-bimodule was introduced in [29].

**Definition 2.2.** Let $b = (\mathfrak{B}, \mathfrak{B}_1)$ be a $C^*$-base. A Hopf $C^*$-bimodule over $b$ is a $C^*$-$(b^1, b)$-algebra $A_{H}^{\beta, \alpha}$ with a morphism $\Delta$ from $A_{H}^{\beta, \alpha}$ to $A_{H}^{\beta, \alpha} \ast A_{H}^{\beta, \alpha}$ satisfying $(\delta \ast \text{id}) \circ \delta = (\text{id} \ast \Delta) \circ \delta$ as maps from $A$ to $\mathcal{L}(H \otimes_{\beta} H_{\alpha} \otimes_{\beta} H)$.

Let $(A, \Delta)$ be a Hopf $C^*$-bimodule, where $A = A_{H}^{\beta, \alpha}$.

A coaction of $(A, \Delta)$ consists of a $C^*$-$b$-algebra $C_{K}^{\gamma}$ and a semi-morphism $\delta$ from $(K, C)$ to $(K \otimes_{\beta} H_{\alpha}, C_{b}^{\ast} \ast B)$ such that $(\delta \ast \text{id}) \circ \delta = (\text{id} \ast \Delta) \circ \delta$ as maps from $C$ to $\mathcal{L}(K \otimes_{\beta} H_{\alpha}, \delta(C))$. We call such a coaction $(C_{K}^{\gamma}, \delta)$.

- (i) left-full if $[\delta(C) \langle \gamma \rangle, A] = \langle [\gamma] \rangle, A]$ and right-full if $[\delta(C) \langle \beta \rangle, 2] = \langle [\beta] 2] C]$;
- (ii) fine if $\delta$ is injective, a morphism, and right-full, and if $[\rho_{\gamma}(\mathfrak{B}_1)C] = C$;
- (iii) very fine if it is fine and if $\delta^{-1} : (\delta(C) \rightarrow C$ is a morphism of $C^*$-$b$-algebras from $(K \otimes_{\beta} H_{\alpha}, \delta(C))$ to $(K, C)$.

A morphism between coactions $(C_{K}^{\gamma}, \delta_C)$ and $(D_{L}^{\delta}, \delta_D)$ is a semi-morphism $\rho$ from $C_{K}^{\gamma}$ to $M(D_{L}^{\delta})$ satisfying $[\rho(C)D] = D$ and $\delta_D(d) \cdot (\rho \ast \text{id})(\delta_C(c)) = \delta_D(dp(c))$ for all $d \in D$, $c \in C$. We denote the category of all coactions of $(A, \Delta)$ by $\text{Coact}_{(A, \Delta)}$.

Examples of Hopf $C^*$-bimodules and coactions will be discussed in detail in Sections 5, 6, and 8.
3. Weak C*-pseudo-Kac systems

To form a reduced crossed product for a coaction of a Hopf C*-bimodule \((\mathcal{A}, \Delta)\) and to equip this reduced crossed product with a dual coaction, one needs a second Hopf C*-bimodule \((\hat{\mathcal{A}}, \hat{\Delta})\) that is dual to \((\mathcal{A}, \Delta)\) in a suitable sense. We shall see that a good notion of duality is that \((\mathcal{A}, \Delta)\) and \((\hat{\mathcal{A}}, \hat{\Delta})\) are the legs of a weak C*-pseudo-Kac system, which is a generalization of the balanced multiplicative unitaries and Kac systems introduced by Baaj and Skandalis [1, 3].

3.1. C*-pseudo-multiplicative unitaries. A weak C*-pseudo-Kac system is a well-behaved C*-pseudo-multiplicative unitary \(V\) together with a symmetry \(U\) satisfying a number of axioms. Before we state these axioms, we recall the notion of a C*-pseudo-multiplicative unitary and the construction of the associated Hopf C*-bimodules from [29].

Let \(\mathfrak{b}\) be a C*-base. A C*-pseudo-multiplicative unitary over \(\mathfrak{b}\) consists of a C*-\((\mathfrak{b}^!, \mathfrak{b}, \mathfrak{b}!)\)-module \((H, \hat{\beta}, \alpha, \beta)\) and a unitary \(V : H_{\hat{\beta} \otimes \alpha} \to H_{\alpha \otimes \beta} H\) such that

\[
V(\alpha \lhd \alpha) = \alpha \triangleright \beta, \quad V(\hat{\beta} \triangleright \hat{\beta}) = \hat{\beta} \lhd \hat{\beta}, \quad V(\beta \lhd \alpha) = \beta \triangleright \beta
\]

in \(\mathcal{L}(\mathfrak{a}, H_{\alpha \otimes \beta} H)\) and \(V_{12}V_{13}V_{23} = V_{23}V_{12}\) in the sense that the following diagram

\[
\begin{array}{ccc}
H_{\hat{\beta} \otimes \alpha} H_{\hat{\beta} \otimes \alpha} H & \xrightarrow{V_{12}} & H_{\alpha \otimes \beta} H_{\beta \otimes \alpha} H & \xrightarrow{V_{23}} & H_{\alpha \otimes \beta} H_{\alpha \otimes \beta} H \\
V_{13} & & & & V_{12} \\
H_{\hat{\beta} \otimes \alpha}(H_{\alpha \otimes \beta} H) & \xrightarrow{V_{13}} & (H_{\hat{\beta} \otimes \alpha} H)_{\otimes \alpha \otimes \beta} H
\end{array}
\]

commutes, where \(V_{ij}\) is the leg notation for the operator that acts like \(V\) on the \(i\)th and \(j\)th factor in the relative tensor product; see [29].

Let \(V\) be a C*-pseudo-multiplicative unitary as above, let

\[
\hat{\mathcal{A}} = \hat{\mathcal{A}}_V = [\langle \beta | b \rangle \langle \alpha | 2 \rangle] \subseteq \mathcal{L}(H), \quad \hat{\Delta} = \hat{\Delta}_V : \hat{\mathcal{A}} \to \mathcal{L}(H_{\hat{\beta} \otimes \alpha} H), \quad \hat{a} \mapsto V^*(1 \otimes \hat{a}) V,
\]

\[
\mathcal{A} = \mathcal{A}_V = [\langle \alpha | 1 \rangle \langle \beta | \hat{\beta} \rangle] \subseteq \mathcal{L}(H), \quad \Delta = \Delta_V : \mathcal{A} \to \mathcal{L}(H_{\alpha \otimes \beta} H), \quad a \mapsto V(a \otimes 1) V^*,
\]

and let \(\hat{\mathcal{A}} = \hat{\mathcal{A}}_\alpha^\beta H\) and \(\mathcal{A} = \mathcal{A}_\beta^\alpha H\). We call \(V\) well-behaved if \((\hat{\mathcal{A}}, \hat{\Delta})\) and \((\mathcal{A}, \Delta)\) are Hopf C*-bimodules. This happens for example if \(V\) is regular in the sense that \([\alpha | 1 \rangle \langle \alpha | 2 \rangle = [\alpha^\alpha] \subseteq \mathcal{L}(H)\); see Theorem 4.5 in [29].

The opposite of \(V\) is the C*-pseudo-multiplicative unitary

\[
V^{op} := \Sigma V^* \Sigma : H_{\beta \otimes \alpha} H \overset{V^*}{\to} H_{\alpha \otimes \beta} H \overset{\Sigma}{\to} H_{\alpha \otimes \beta} H.
\]

If \(V\) is well-behaved or regular, then the same is true for \(V^{op}\), and then

\[
\hat{A}_{V^{op}} = A_V, \quad \hat{\Delta}_{V^{op}} = \text{Ad}_\Sigma \circ \Delta_V, \quad A_{V^{op}} = \hat{A}_V, \quad \Delta_{V^{op}} = \text{Ad}_\Sigma \circ \hat{\Delta}_V.
\]
Let $(H, \tilde{\alpha}, \tilde{\beta}, \alpha, \beta)$ be a $C^*$-$(b, b^!, b, b^!)$-module and $U \in \mathcal{L}(\tilde{\alpha} H_{\tilde{\beta}}; \alpha H_{\beta})$ a symmetry, that is, $U = U^* = U^{-1}$. Then $U\tilde{\alpha} = \alpha, U\tilde{\beta} = \beta$, and the diagram

\[
\begin{array}{c}
H_{\tilde{\beta}} \otimes_{b^!} H_{\tilde{\alpha}} \xleftarrow{(1 \otimes U)_{\Sigma}} H_{\tilde{\alpha}} \otimes_{b} H_{\tilde{\beta}} \\
\downarrow (U \otimes 1)_{\Sigma} \quad \quad \quad \quad \quad \quad \quad \downarrow (1 \otimes U)_{\Sigma} \\
H_{\beta} \otimes_{b} H_{\alpha} \xrightarrow{(U \otimes 1)_{\Sigma}} H_{\alpha} \otimes_{b^!} H_{\beta}
\end{array}
\]

commutes, where each arrow can be read in both directions and the diagonal maps are $U \otimes U$. We use the leg notation and write $U_1$ for $U \otimes 1$ and $U_2$ for $1 \otimes U$.

For each $T \in \mathcal{L}(H_{\beta} \otimes_{b^!} H_{\alpha} H, H_{\alpha} \otimes_{b} H)$, let

\[
\begin{align*}
\widetilde{T} &:= \Sigma(1 \otimes U)T(1 \otimes U)\Sigma: H_{\tilde{\beta}} \otimes_{b^!} H_{\tilde{\alpha}} H \to H_{\tilde{\alpha}} \otimes_{b} H_{\tilde{\beta}} H, \\
\hat{T} &:= \Sigma(U \otimes 1)T(U \otimes 1)\Sigma: H_{\alpha} \otimes_{b} H_{\beta} \to H_{\beta} \otimes_{b^!} H_{\alpha}.
\end{align*}
\]

Switching from $(b, H, \tilde{\alpha}, \tilde{\beta}, \alpha, \beta)$ to $(b^!, H, \tilde{\alpha}, \tilde{\beta}, \alpha, \beta)$ or to $(b^!, H, \tilde{\beta}, \alpha, \beta, \tilde{\beta})$, respectively, we can iterate the assignments $T \mapsto \widetilde{T}$ and $T \mapsto \hat{T}$, and obtain

\[
(3.4) \quad \widetilde{\widetilde{T}} = \hat{T}, \quad \hat{\widetilde{T}} = (U \otimes U)T(U \otimes U) = \widetilde{\hat{T}}, \quad \widetilde{\hat{T}} = \hat{\widetilde{T}}.
\]

**Definition 3.1.** A balanced $C^*$-pseudo-multiplicative unitary $(V, U)$ on a $C^*$-$(b, b^!, b, b^!)$-module $(H, \tilde{\alpha}, \tilde{\beta}, \alpha, \beta)$ consists of a symmetry $U \in \mathcal{L}(\tilde{\alpha} H_{\tilde{\beta}}; \alpha H_{\beta})$ and a $C^*$-pseudo-multiplicative unitary $V: H_{\beta} \otimes_{b^!} H \to H_{\alpha} \otimes_{b} H$ such that $\tilde{V}$ and $\hat{V}$ are $C^*$-pseudo-multiplicative unitaries again.

Note that in this definition, $(\tilde{V}, U)$ is a $C^*$-pseudo-multiplicative unitary if and only if $(\hat{V}, U)$ is one because $\tilde{V} = (U \otimes U)\tilde{V}(U \otimes U)$. Let $(V, U)$ be a balanced $C^*$-pseudo-multiplicative unitary as above.

**Remark 3.2.**

(i) One easily verifies that $(\tilde{V}, U)$, $(\hat{V}, U)$, $(V^{op}, U)$ are balanced $C^*$-pseudo-multiplicative unitaries again. We call them the predual, dual, and opposite of $(V, U)$, respectively.

(ii) The relations (3.1) for the unitaries $\tilde{V}$, $\hat{V}$ read as follows:

\[
\begin{align*}
\tilde{\beta} \circ \tilde{\beta} &\to \tilde{\beta} \circ \tilde{\beta}, & \tilde{\alpha} \circ \tilde{\alpha} &\to \tilde{\alpha} \circ \tilde{\alpha}, & \alpha \circ \tilde{\beta} &\to \tilde{\beta} \circ \tilde{\alpha}, & \alpha \circ \alpha &\to \alpha \circ \alpha, \\
\beta \circ \beta &\to \beta \circ \beta, & \alpha \circ \tilde{\alpha} &\to \tilde{\alpha} \circ \tilde{\alpha}, & \alpha \circ \tilde{\beta} &\to \tilde{\beta} \circ \tilde{\alpha}, & \alpha \circ \beta &\to \beta \circ \alpha, & \tilde{\alpha} \circ \beta &\to \tilde{\alpha} \circ \tilde{\alpha},
\end{align*}
\]
where $X \xrightarrow{W} Y$ means $WX = Y$. They furthermore imply

$$\beta \triangleright \alpha \xrightarrow{V} \alpha \triangleright \beta,$$

$$\beta \triangleright \alpha \xrightarrow{V} \alpha \triangleright \beta,$$

$$\alpha \triangleright \beta \xrightarrow{V} \beta \triangleright \beta,$$

$$\beta \triangleright \alpha \xrightarrow{V} \beta \triangleright \alpha.$$ 

(iii) The spaces $A$ and $A$ are contained in $\mathcal{L}(H_{\hat{\alpha}})$ since $[\hat{A}\hat{\alpha}]=[\langle \beta|_2 V|\alpha\rangle_2 \hat{\alpha}]=\rho_{\hat{\alpha}}(\mathfrak{B})\hat{\alpha}$ and similarly $[A\hat{\alpha}]=[\langle \alpha|_1 V|\hat{\beta}\rangle_1 \hat{\alpha}]=\hat{\alpha}$. 

Lemma 3.3. $V_{13} V_{23} \tilde{V}_{12} = \tilde{V}_{12} V_{13}$ and $\tilde{V}_{23} V_{12} V_{13} = V_{13} \tilde{V}_{23}$, that is, the diagrams

\begin{align*}
(3.5) \quad & (H_{\hat{\alpha}} \hat{b} \beta H)_{\hat{a} \hat{b} \hat{\alpha}} \xrightarrow{V_{13}} (H_{\hat{\beta} \hat{b} \beta H})_{\hat{a} \hat{\beta} \hat{b} \beta} \xrightarrow{\tilde{V}_{12}} (H_{\hat{\beta} \hat{b} \beta H})_{\hat{a} \hat{\alpha} \hat{\beta} \hat{b} \beta}, \\
& H_{\hat{\alpha} \hat{b} \hat{\alpha} H} \xrightarrow{V_{23}} H_{\hat{\beta} \hat{\alpha} \hat{b} \hat{\alpha} H} \\
& H_{\hat{\beta} \hat{b} \hat{\alpha} \hat{b} \hat{\alpha} H} \xrightarrow{V_{13}} (H_{\hat{\beta} \hat{b} \hat{\alpha} \hat{b} \hat{\alpha} H})_{\hat{a} \hat{\alpha} \hat{\beta} \hat{b} \beta} \xrightarrow{V_{12}} H_{\hat{\beta} \hat{b} \hat{\alpha} \hat{b} \hat{\alpha} H}
\end{align*}

commute.

Proof. Let $W := \Sigma V \Sigma$. We insert the relation $\tilde{V} = U_1 W U_1$ into the equation $\tilde{V}_{12} \tilde{V}_{13} \tilde{V}_{23} = \tilde{V}_{23} \tilde{V}_{12}$ and obtain $U_1 W_1 U_1 \cdot U_1 W_1 U_1 \cdot \tilde{V}_{23} = \tilde{V}_{23} \cdot U_1 W_1 U_1$ and hence $W_1 W_1 W_1 = \tilde{V}_{23} W_1$. Renumbering the legs of the operators according to the permutation $(1, 2, 3) \mapsto (2, 3, 1)$, we find $V_{13} V_{23} \tilde{V}_{12} = \tilde{V}_{12} V_{13}$. A similar calculation shows that $\tilde{V}_{23} V_{12} V_{13} = V_{13} \tilde{V}_{23}$. \hfill \Box

Proposition 3.4. $\hat{A}_V = U A V U$, $\hat{A}_V = A_{(U \otimes U)} \circ \Delta_V \circ A_U$, $A_V = A_V$, $\Delta_V = \hat{\Delta}_V$ and $A_V = U \hat{A}_V U$, $\Delta_V = A_{(U \otimes U)} \circ \Delta_V \circ A_U$, $\hat{A}_V = A_V$, $\hat{\Delta}_V = \Delta_V$.

Proof. By definition,

$$A_V = [\langle \hat{\beta}|_1 \Sigma_2 V \Sigma|\hat{\alpha}\rangle_1] = [\langle U \hat{\beta}|_2 V|U \hat{\alpha}\rangle_2] = [\langle \beta|_2 V|\alpha\rangle_2] = \hat{A}_V.$$
Let \( \tilde{a} = \langle \xi' b V | \xi \rangle_2 \in \tilde{A}_V \), where \( \xi' \in \beta, \xi \in \alpha \). Then \( \Delta_V(\tilde{a}) = \tilde{V}(\tilde{a} \otimes 1)_b \tilde{V}^* = V^*(1 \otimes \tilde{a})V = \hat{\Delta}_V(\tilde{a}) \) because the diagram

commutes. Since elements of the form like \( \tilde{a} \) are dense in \( \tilde{A}_V \), we can conclude \( \Delta_V = \hat{\Delta}_V \). The proof of the remaining assertions is similar.

**Corollary 3.5.** If \( V \) is well-behaved, then also \( \tilde{V} \) and \( \hat{V} \) are well-behaved.

Weak C*-pseudo-Kac systems. Let \((V, U)\) as above.

**Lemma 3.6.** For each \( \tilde{a} \in \tilde{A} \) and \( a \in A \), we have equivalences

\[
(1 \otimes \tilde{a})\tilde{V} = \tilde{V}(1 \otimes \tilde{a}) \iff (UaU \otimes 1)_b V = V(UaU \otimes 1) \iff [UaU, \tilde{A}] = 0,
\]

\[
(a \otimes 1)\tilde{V} = \tilde{V}(a \otimes 1) \iff (1 \otimes aU) V = V(1 \otimes aU) \iff [UaU, A] = 0.
\]

These equivalent conditions hold for all \( \tilde{a} \in \tilde{A} \) and \( a \in A \) if and only if \( V_23\tilde{V}_{12} = \tilde{V}_{12}V_{23} \) and \( \tilde{V}_{23}\tilde{V}_{12} = V_{12}\tilde{V}_{23} \) in the sense that the following diagrams commute:

\[
\begin{array}{c}
\begin{array}{ccc}
H_{b \otimes \beta \alpha} & \xrightarrow{V} & H_{b \otimes \alpha \beta} & \xrightarrow{\beta \otimes 1} & H_{b \otimes \beta \alpha} \\
\end{array} \\
\end{array}
\]

**Proof.** This is straightforward, for example, \( V_23\tilde{V}_{12} = \tilde{V}_{12}V_{23} \) holds if and only if we have \( \langle \xi' [a V_23 \tilde{V}_{12} | \xi \rangle_3 = \langle \xi' [\tilde{V}_{12} V_{23} | \xi \rangle_3 \) for all \( \xi \in \alpha, \xi' \in \beta \) and hence if and only if \( (1 \otimes \tilde{a})\tilde{V} = \tilde{V}(1 \otimes \tilde{a}) \) for all \( \tilde{a} \in \tilde{A} \). \( \square \)

**Definition 3.7.** We call \((V, U)\) a weak C*-pseudo-Kac system if \( V \) is well-behaved and if the equivalent conditions in Lemma 3.6 hold, and a C*-pseudo-Kac-system if \( V, \bar{V}, \hat{V} \) are regular and additionally \((\Sigma(1 \otimes U)V)^3 = \text{id}) \), where \( \Sigma(1 \otimes U)V : H_{b \otimes \alpha} \rightarrow H_{b \otimes \alpha} \).

**Remark 3.8.** In leg notation, the equation \((\Sigma(1 \otimes U)V)^3 = 1 \) can be rewritten as \((\Sigma U_2 V)^3 = 1 \). Conjugating by \( \Sigma \) or \( V \), we see that this condition is equivalent to the relation \((U_2 V \Sigma)^3 = 1 \) and to the relation \((V \Sigma U_2)^3 = 1 \).
Lemma 3.9. \((\Sigma U_2 V)^3 = 1\) if and only if \(\hat{V} V \hat{V} = U_1\).

Proof. \(U_1 U_2 (\Sigma U_2 V)^3 U_2 \Sigma = \Sigma U_1 V U_1 \Sigma \cdot V \cdot \Sigma U_2 V U_2 \Sigma = \hat{V} \cdot V \cdot \hat{V}\).

\(\square\)

Proposition 3.10. Every \(C^*\)-pseudo-Kac system is a weak \(C^*\)-pseudo-Kac system.

Proof. Let \((V, U)\) be a \(C^*\)-pseudo-Kac system. Then \(V, \hat{V}, \hat{\hat{V}}\) are regular and therefore well-behaved. Using diagrams (3.2) and (3.5), we find

\[V_{12} \bar{V}_{12} \Sigma_{12} V_{23} = V_{12} \bar{V}_{12} V_{13} \Sigma_{12} = V_{12} V_{13} V_{23} \bar{V}_{12} \Sigma_{12} = V_{23} V_{12} \bar{V}_{12} \Sigma_{12}\]

By Lemma 3.9, \(V_{12} \bar{V}_{12} \Sigma_{12} = \hat{\Sigma}_{12} U_1\) and hence \(\hat{\Sigma}_{12} U_1 V_{23} = \hat{V}_{12} \Sigma_{12} U_1\). Since \(\hat{V}_{12}\) is unitary and \(U_1 V_{23} = V_{23} U_1\), we can conclude \(\hat{V}_{12} V_{23} = V_{23} \hat{V}_{12}\). A similar argument shows that \(\hat{V}_{23} V_{12} = V_{12} \hat{V}_{23}\).

\(\square\)

The following result is crucial for the duality presented in the next section.

Proposition 3.11. Let \((V, U)\) be a \(C^*\)-pseudo-Kac system. Then \([A \hat{A}] = [\hat{\alpha} \alpha]\).

Proof. The relation \([\alpha \hat{\alpha}] = \hat{\alpha}\) (Remark 3.2 (iii)), regularity of \(V\), and the relations \(V^* = \Sigma U_2 V \Sigma U_2 V \Sigma U_2\) and \([V|\alpha]\Sigma = [\hat{\alpha}]\Sigma\) (see Remark 4.7 in [29]) imply

\[\hat{\alpha} \hat{\alpha} = [U \alpha \alpha U \hat{A}] = [U \alpha \Sigma U_2 V \Sigma U_2 \Sigma U_2 \alpha U_1 \hat{A}]\]

\[= [\alpha \alpha U_2 V \Sigma U_2 \Sigma U_2 \alpha U_1 \hat{A}]\]

\[= [\alpha \Sigma U_2 V \Sigma U_2 \alpha U_1 \hat{A}]\]

\[= [\alpha \Sigma U_2 V \Sigma U_2 \Sigma U_2 \alpha U_1 \hat{A}]\]

\[= [\alpha \Sigma U_2 V \Sigma U_2 \alpha U_1 \hat{A}]\]

\(\square\)

Lemma 3.12. Let \((V, U)\) be a \((weak)\) \(C^*\)-pseudo-Kac system. Then also \((\hat{V}, U), (\hat{V}, U),\) and \((V, U)\) are \((weak)\) \(C^*\)-pseudo-Kac systems.

Proof. If \((V, U)\) is a \(weak\) \(C^*\)-pseudo-Kac system, then the tuples above are balanced \(C^*\)-pseudo-multiplicative unitaries by Remark 3.2 (i), and the remaining necessary conditions follow easily from Proposition 3.4 and equation (3.3).

If \((V, U)\) is a \(C^*\)-pseudo-Kac system, then equation (3.4), the relation \((\hat{V})^* = U_1 V^* U_1 = (\hat{V})^*\), and the fact that \(V^*\) is regular, imply that the tuples above satisfy the regularity condition in Definition 3.7. To check that they also satisfy the second condition, we use Remark 3.8 and calculate \((\Sigma U_2 V)^3 = (V \Sigma U_2)^3 = 1\), \((\hat{V} \Sigma U_2)^3 = (\Sigma U_2 V)^3 = 1\), \((U_2 V^* \Sigma)^3 = (U_2 \Sigma V^*)^3 = ((V \Sigma U_2)^3)^3 = 1\).

\(\square\)

3.2. The \(C^*\)-pseudo-Kac system of a compact \(C^*\)-quantum groupoid. In [?], we introduced compact \(C^*\)-quantum groupoids and associated to each such object a regular \(C^*\)-pseudo-multiplicative unitary \(V\). We now recall this construction and define a symmetry \(U\) such that \((V, U)\) is a \(C^*\)-pseudo-Kac system.

A compact \(C^*\)-quantum graph consists of a unital \(C^*\)-algebra \(B\) with a faithful KMS-state \(\mu\), a unital \(C^*\)-algebra \(A\) with unital embeddings \(r : B \to A\) and \(s : B^\text{op} \to A\) such that \([r(B), s(B^\text{op})] = 0\), and faithful conditional expectations \(\phi : A \to r(B) \cong B\) and \(\psi : A \to s(B^\text{op}) \cong B^\text{op}\) such that the compositions \(\nu := \mu \circ \phi\) and \(\nu^{-1} := \mu^\text{op} \circ \psi\) are KMS-states related by some positive invertible element \(\delta \in A \cap r(B)^\text{op} \cap s(B^\text{op})^\text{op}\) via the formula \(\nu^{-1}(a) = \nu(\delta^{1/2} a \delta^{1/2})\), valid for all \(a \in A\). An involution for such a compact \(C^*\)-quantum
graph is a ∗-antiisomorphism \( R: A \to A \) such that \( R \circ R = \text{id}_A \), \( R(r(b)) = s(b^{op}) \) and \( \phi(R(a)) = \psi(a)^{op} \) for all \( b \in B, a \in A \).

Let \((B, \mu, A, \tau, \phi, \psi)\) be a compact \( C^* \)-quantum graph with involution \( R \). We denote by \((H_\mu, \zeta_\mu, J_\mu)\) and \((H_\nu, \zeta_\nu, J_\nu)\) the GNS-spaces, canonical cyclic vectors, and modular conjugations for the KMS-states \( \mu \) and \( \nu \), respectively, and let \( \zeta_{\mu,-1} = \delta^{1/2} \zeta_\mu \). As usual, we have representations \( B^{op} \to \mathcal{L}(H_\mu) \), \( b^{op} \mapsto J_\mu b^* J_\mu \), and \( A^{op} \to \mathcal{L}(H_\nu) \), \( a^{op} \mapsto J_\nu a^* J_\nu \).

Using the isometries

\[
\zeta_\phi: H_\mu \to H_\nu, \quad b\zeta_\mu \mapsto r(b)\zeta_\nu, \\
\zeta_\psi: H_\mu^{op} \to H_\nu, \quad b^{op}\zeta_{\mu,\nu} \mapsto s(b^{op})\zeta_{\nu,-1},
\]

we define subspaces \( \hat{\alpha}, \hat{\beta}, \alpha, \beta \subseteq \mathcal{L}(H_\mu, H_\nu) \) by \( \hat{\alpha} := [A\zeta_\phi], \hat{\beta} := [A\zeta_\psi], \beta := [A^{op}\zeta_\phi], \) \( \beta := [A^{op}\zeta_\psi] \). Let \( H = H_\nu \) and \( b = (\mathfrak{K}, \mathfrak{B}, \mathfrak{B}^1) \), where \( \mathfrak{K} = H_\mu, \mathfrak{B} = B \subseteq \mathcal{L}(H_\mu), \) \( \mathfrak{B}^1 = B^{op} \subseteq \mathcal{L}(H_\mu) \). Then \( (H, \hat{\alpha}, \hat{\beta}, \alpha, \beta) \) is a \( C^*-(b, b^1, b) \)-module and \( A := A^\beta_\alpha \) a \( C^*-(b^1, b) \)-algebra.

A compact \( C^* \)-quantum groupoid consists of a compact \( C^* \)-quantum graph with involution as above and a morphism \( A \to A \) of \( C^*-(b, b) \)-algebras satisfying the following conditions:

\begin{enumerate}
  \item \((\Delta \ast \text{id}) \circ \Delta = (\text{id} \ast \Delta) \circ \Delta \) as maps from \( A \) to \( \mathcal{L}(H_{\alpha \beta_\beta} H_{\alpha \beta} H) \);
  \item \( \langle \zeta_\phi |_2 \Delta(a) | \zeta_\phi \rangle_2 = \rho_\beta(\phi(a)) \) and \( \langle \zeta_\psi |_1 \Delta(a) | \zeta_\psi \rangle_1 = \rho_\alpha(\psi(a)) \) for all \( a \in A \);
  \item \( [\Delta(A) |_1 \alpha] = [\alpha |_1 A] = [\Delta(A) |_1 \zeta_\psi] \) and similarly \( [\Delta(A) |_2 \beta] = [\beta |_2 A] = [\Delta(A) |_2 \zeta_\psi] \);
  \item \( R(\langle \zeta_\psi |_1 \Delta(a) | (d^{op} \otimes 1)| \zeta_\psi \rangle_1) = \langle \zeta_\psi |_1 (a^{op} \otimes 1) \Delta(d)| \zeta_\psi \rangle_1 \) for all \( a, d \in A \).
\end{enumerate}

Given a compact \( C^* \)-quantum groupoid as above, there exists a regular \( C^* \)-pseudo-multiplicative unitary \( V: H_{\alpha \beta_\beta} \otimes_{\alpha \beta} H \to H_{\alpha \beta_\beta} \otimes_{\alpha \beta} H \) such that \( V|_{a \zeta_\psi} = \Delta(a) |_{\zeta_\psi} \) for all \( a \in A \); see Theorem 5.4 in [?]. Denote by \( J = J_\nu \) the modular conjugation for \( \nu \), by \( I: H \to H \) the antiunitary given by \( Ia\zeta_{\nu,-1} = R(a)\zeta_\nu \) for all \( a \in A \), and let \( U = IJ \in \mathcal{L}(H) \).

**Proposition 3.13.** \((V, U)\) is a \( C^* \)-pseudo-Kac system.

**Proof.** First, \( U^2 = IJJ J = I J J = I \) because \( IJ = J I \), and \( U\zeta_\phi = \zeta_\psi \), \( U\zeta_\nu = \zeta_{\nu,-1} \), \( U\hat{\alpha} = \hat{\alpha} = \alpha, U\hat{\beta} = \hat{\beta} = \beta \) by Lemma 2.7 and Proposition 3.8 in [?]. The relation \((J_\alpha \otimes_{J_\mu} J) V(J_\alpha \otimes_{J_\mu} J) = V^* \) (see Theorem 5.6 in [?]) implies

\[
\hat{V} = \Sigma(1 \otimes J I)V(1 \otimes J I)\Sigma = (J_\alpha \otimes_{J_\mu} J)\Sigma(J_\alpha \otimes_{J_\mu} J)V(J_\alpha \otimes_{J_\mu} J)\Sigma(J_\alpha \otimes_{J_\mu} J) = (J_\alpha \otimes_{J_\mu} J)\Sigma V^* \Sigma(J_\alpha \otimes_{J_\mu} J) = (J_\alpha \otimes_{J_\mu} J)V^* \Sigma(J_\alpha \otimes_{J_\mu} J).
\]

But \( V^{op} \) is a regular \( C^* \)-pseudo-multiplicative unitary, so \( \hat{V} \) is regular as well. In particular, \((V, U)\) is a balanced \( C^* \)-pseudo-multiplicative unitary. We shall show that \( \hat{V}V = UJ \Sigma \hat{V}^* \), and then the claim follows from Lemma 3.9. Let \( a, b \in A \) and \( \omega = \ldots \)
\[ \hat{V}(a\zeta_\psi \otimes Ub\zeta_{\nu^{-1}}). \] By Proposition 3.4, \( \Delta(a) = \hat{V}^* (1 \otimes a)\hat{V} \) and hence

\[
\omega = \hat{V} \Delta(a)(\zeta_\psi \otimes Ub\zeta_{\nu^{-1}}) \\
= (1 \otimes a)\hat{V}^* (\zeta_\psi \otimes Ub\zeta_{\nu^{-1}}) \\
= \Sigma(U \otimes b)(UaU \otimes b)(b\zeta_{\nu^{-1}} \otimes \zeta_\psi) \\
= \Sigma(U \otimes b)(UaU \otimes b)\Delta(b) (\zeta_\psi \otimes \zeta_{\nu^{-1}}).
\]

Since \( UaU = JJaJ = R(a)^{op} \) and \( [UaU \otimes b, \Delta(b)] \in [A^{op} \otimes b, A_{\alpha^* \beta^*}A] = 0, \)

\[
\omega = \Sigma(U \otimes b)\Delta(b)(UaU \zeta_\psi \otimes \zeta_{\nu^{-1}}) \\
= (U \otimes b)\Sigma(U \otimes b)\Delta(b)(U \otimes b)(aU \zeta_\psi \otimes \zeta_{\nu}).
\]

By Proposition 3.4, \( \hat{V}^* (1 \otimes UbU)\hat{V} = (U \otimes b)\Delta(b)(U \otimes b) \) and hence

\[
\omega = (U \otimes b)\Sigma\hat{V}^* (1 \otimes UbU)\hat{V}(aU \zeta_\psi \otimes \zeta_{\nu}) \\
= (U \otimes b)\Sigma\hat{V}^* (1 \otimes UbU)\Sigma(1 \otimes b)V(\zeta_{\nu} \otimes UaU \zeta_\psi).
\]

Finally, by Proposition 5.5 in [?], \( V(\zeta_{\nu} \otimes UaU \zeta_\psi) = \zeta_{\nu} \otimes UaU \zeta_\psi, \) whence

\[
\omega = (U \otimes b)\Sigma\hat{V}^* (1 \otimes UbU)(aU \zeta_\psi \otimes \zeta_{\nu}) \\
= (U \otimes b)\Sigma\hat{V}^* (a\zeta_\psi \otimes Ub\zeta_{\nu^{-1}}). \quad \square
\]

4. Reduced crossed products and duality

Let \( (V, U) \) be a weak C*-pseudo-Kac system and let \( (A, \Delta), (\hat{A}, \hat{\Delta}) \) be the Hopf C*-bimodules associated to \( V \) as in the preceding section. Generalizing the corresponding constructions and results for coactions of Hopf C*-algebras [3], we now associate to every coaction of one of these Hopf C*-bimodules a reduced crossed product that carries a dual coaction of the other Hopf C*-bimodule, and prove a duality theorem concerning the iteration of this construction.

Reduced crossed products for coactions of \( (A, \Delta). \) Let \( \delta \) be a coaction of the Hopf C*-bimodule \( (A, \Delta) \) on a C*-b-algebra \( \mathcal{C} = C_K \) and let

\[
\mathcal{C} \rtimes_r \hat{A} := [\delta(\mathcal{C})(1 \otimes b \hat{A})] \subseteq \mathcal{L}(K_{\beta} \otimes \hat{H}), \quad \mathcal{C} \rtimes_r \hat{A} := (K_{\gamma} \otimes \hat{H}, C \rtimes_r \hat{A}).
\]

**Proposition 4.1.**

(i) \( [\delta(\mathcal{C})(\gamma \circ \beta)] \subseteq \gamma \circ \beta \) with equality if \( \delta \) is left-full.

(ii) \( \mathcal{C} \rtimes_r \hat{A} \) is a C*-algebra and \( \mathcal{C} \rtimes_r \hat{A} \) is a C*-b-algebra.

(iii) There exist nondegenerate *-homomorphisms \( C \to M(C \rtimes_r \hat{A}) \) and \( \hat{A} \to M(C \rtimes_r \hat{A}) \), given by \( c \mapsto \delta(c) \) and \( \hat{a} \mapsto 1 \otimes \hat{a} \), respectively.

\footnote{The notation \( C \rtimes_r \hat{A} \) is consistent with [3] but not with [10], where \( C \rtimes_r \hat{A} \) is used instead.
Proof. (i) The relation $\tilde{\delta} = [\tilde{A} \tilde{H}]$ (see Proposition 3.2 (ii) in [29]) implies that $[\delta(C)|\gamma_1\tilde{A}] = [\delta(C)|\gamma_1\tilde{A}] \subseteq [\gamma_1\tilde{A}] = [\gamma_1\tilde{A}]$.

(ii) We first show that $[(1 \otimes \tilde{A})(\delta(C))] \subseteq [\delta(C)(1 \otimes \tilde{A})]$. Let $\delta^{(2)} := (id \ast \Delta) \circ \delta = (\ast \id) \circ \delta : C \to L(K_{\gamma_2 \otimes \beta} \otimes_{\beta} H_{\gamma_2 \otimes \beta} H)$. By definition of $\tilde{A}$ and $\Delta$,

$$[(1 \otimes \tilde{A})(\delta(C))] = [\langle \beta \rangle_3(1 \otimes V)|\alpha_3\delta(C)] = [\langle \beta \rangle_3(1 \otimes V)(\delta(C) \otimes 1)|\alpha_3]$$

$$= [\langle \beta \rangle_3\delta^{(2)}(1 \otimes V)|\alpha_3] = \subseteq [\delta(C)(1 \otimes V)|\alpha_3] = [\delta(C)(1 \otimes \tilde{A})].$$

Consequently, $C \rtimes_{\beta} \tilde{A}$ is a $C^*$-algebra. By Proposition 3.2 (i) in [29], $[\tilde{A}\rho_{\beta}(\mathfrak{B})] = \tilde{A}$, and hence $[(C \rtimes_{\beta} \tilde{A})\rho_{\gamma_2\tilde{A}}(\mathfrak{B})] = [\delta(C)(1 \otimes \tilde{A})] = [\delta(C)(1 \otimes \tilde{A})] = C \rtimes_{\beta} \tilde{A}$.

(iii) Immediate. □

Theorem 4.2. There exists a unique coaction $\tilde{\delta}$ of $(\tilde{A}, \Delta)$ on $C \rtimes_{\beta} \tilde{A}$ such that $\tilde{\delta}(\delta(c)(1 \otimes \tilde{a})) = (\delta(c) \otimes 1)(1 \otimes \tilde{A}(\tilde{a}))$ for all $c \in C$, $\tilde{a} \in \tilde{A}$. If $\tilde{A}$ is a fine coaction, then $\tilde{\delta}$ is a very fine coaction. If $\tilde{\delta}$ is left-full, then $\tilde{\delta}$ is left-full.

Proof. Define $\tilde{\delta} : C \rtimes_{\beta} \tilde{A} \to L(K_{\gamma_2 \otimes \beta} \otimes_{\beta} H_{\gamma_2 \otimes \beta} H)$ by $x \mapsto (1 \otimes \tilde{V})(x \otimes 1)(1 \otimes \tilde{V})$. Then $\tilde{\delta}$ is injective and satisfies $\tilde{\delta}(\delta(c)(1 \otimes \tilde{a})) = (\delta(c) \otimes 1)(1 \otimes \tilde{A}(\tilde{a}))$ for all $c \in C$, $\tilde{a} \in \tilde{A}$ because $\tilde{V}(a \otimes 1)\tilde{V} = \tilde{A}(\tilde{a})$ by Proposition 3.4 and $(1 \otimes \tilde{V})\delta(c)(1 \otimes \tilde{V}) = \delta(c)$ as a consequence of the relation $\tilde{V}(a \otimes 1)\tilde{V} = a \otimes 1$. We show that $\tilde{\delta}$ is a coaction of $(\tilde{A}, \Delta)$. First, $[\tilde{\delta}(C \rtimes_{\gamma} \tilde{A})|\alpha_3] \subseteq [\alpha_3(C \rtimes_{\gamma} \tilde{A})]$ because

$$[(\delta(C) \otimes 1)(1 \otimes \tilde{A})(\tilde{A})]|\alpha_3| \subseteq [(\delta(C) \otimes 1)|\alpha_3](1 \otimes \tilde{A}) = [(\delta(C) \otimes 1)|\alpha_3](1 \otimes \tilde{A})].$$

Next, $[\tilde{\delta}(C \rtimes_{\gamma} \tilde{A})|\gamma \ast \tilde{\beta}(1)\tilde{A}] \subseteq [\gamma \ast \tilde{\beta}(1)\tilde{A}]$ because by Proposition 4.1 (i),

$$[(1 \otimes \tilde{A})(\delta(C) \otimes 1)|\gamma \ast \tilde{\beta}(1)\tilde{A}] \subseteq [(1 \otimes \tilde{A})(\delta(C) \otimes 1)|\gamma \ast \tilde{\beta}(1)\tilde{A}]$$

Furthermore, $\tilde{\delta}(x)(1 \otimes \tilde{V})|\xi_3 = (1 \otimes \tilde{V})(\xi_3)\delta(x)$ for each $x \in C \rtimes_{\gamma} \tilde{A}$, $\xi \in \tilde{A}$, and by Remark 3.2 (ii), $[(1 \otimes \tilde{V})(\tilde{\beta}(\gamma \ast \tilde{\beta})] = \gamma \ast \tilde{\beta} \ast \tilde{\beta}$ and $[(\tilde{\beta})(1 \otimes \tilde{V})(\gamma \ast \tilde{\beta} \ast \tilde{\beta})] = \gamma \ast \tilde{\beta}$. The maps $(\id \ast \tilde{\Delta}) \circ \tilde{\delta}$ and $(\id \ast \tilde{\Delta}) \circ \tilde{\delta}$ from $C \rtimes_{\beta} \tilde{A}$ to $L(K_{\gamma_2 \otimes \beta} \otimes_{\beta} H_{\gamma_2 \otimes \beta} H)$ are given by $\delta(c)(1 \otimes \tilde{a}) \mapsto (\delta(c) \otimes 1)(1 \otimes \tilde{A}(\tilde{a}))$ for all $c \in C$, $\tilde{a} \in \tilde{A}$, where $\Delta^{(2)} := (\id \ast \tilde{\Delta}) \circ \tilde{\Delta} = (\id \ast \tilde{\Delta}) \circ \tilde{\Delta}$. Thus, $(C \rtimes_{\beta} \tilde{A}, \tilde{\delta})$ is a coaction of $(\tilde{A}, \Delta)$. If the coactions $\tilde{\Delta}$ is fine, then the inclusion (4.1) is an equality and in any case $[(\tilde{\beta})(1 \otimes \tilde{V})(\gamma \ast \tilde{\beta} \ast \tilde{\beta})] = \gamma \ast \tilde{\beta},$ whence
\( \tilde{\delta} \) will be very fine. If \( \delta \) is left-full, then the inclusion (4.2) is an equality by Proposition 4.1 (i) and hence \( \tilde{\delta} \) is left-full.

**Definition 4.3.** We call \( C \rtimes_r \tilde{\alpha} \) the reduced crossed product and \((C \rtimes_r \tilde{\alpha}, \tilde{\delta})\) the reduced dual coaction of \((C, \delta)\).

The construction of reduced dual coactions is functorial in the following sense:

**Proposition 4.4.** Let \( \rho \) be a morphism between coactions \((C, \delta_C)\) and \((D, \delta_D)\) of \((A, \Delta)\). Then there exists a unique morphism \( \rho \rtimes_r \text{id from } (C \rtimes_r \tilde{\alpha}, \tilde{\delta}_C) \to (D \rtimes_r \tilde{\alpha}, \tilde{\delta}_D) \) such that \((\rho \rtimes_r \text{id})(1 \otimes b)\delta_C(c) \cdot \delta_D(d)(1 \otimes b') = (1 \otimes b)\delta_D(\rho(c)d)(1 \otimes b')\) for all \( c \in C, d \in D, \tilde{\alpha}, \tilde{\alpha}' \in \tilde{\alpha} \).

**Proof.** The semi-morphism \( \text{Ind}_{\tilde{\alpha}}(\rho) \) of Lemma 2.1 evidently restricts to a semi-morphism \( \rho \rtimes_r \text{id from } C \rtimes_r \tilde{\alpha} \to M(D \rtimes_r \tilde{\alpha}, \tilde{\delta}_D) \) which satisfies the formula given above, and this formula implies that \( \rho \rtimes_r \text{id is a morphism of coactions as claimed.} \)

**Corollary 4.5.** There exists a functor \(- \rtimes_r \tilde{\alpha}: \text{Coact}_{(A, \Delta)} \to \text{Coact}_{(\tilde{\alpha}, \tilde{\Delta})}\) given by \((C, \delta) \mapsto (C \rtimes_r \tilde{\alpha}, \tilde{\delta})\) and \( \rho \mapsto \rho \rtimes_r \text{id.} \)

4.1. Reduced crossed products for coactions of \((\tilde{\alpha}, \tilde{\Delta})\). The construction in the preceding paragraph carries over to coactions of the Hopf \( C^*\)-bimodule \((\tilde{\alpha}, \tilde{\Delta})\) as follows.

Let \( \delta \) be a coaction of \((\tilde{\alpha}, \tilde{\Delta})\) on a \( C^*-\text{bimodule}\) \( C = C_K^* \) and let

\[
C \rtimes_r A := [\delta(C)(1 \otimes UAU) \subseteq L(K_{b|a} H, C \rtimes_r A)].
\]

Using straightforward modifications of the preceding proofs, one shows:

**Proposition 4.6.**

(i) \( [\delta(C)(\gamma \triangleright \tilde{\alpha})] \subseteq \gamma \triangleright \tilde{\alpha} \) with equality if \( \delta \) is fine.

(ii) \( C \rtimes_r A \) is a \( C^*\)-algebra and \( C \rtimes_r \tilde{\alpha} \) is a \( C^*\)-\( b \)-algebra.

(iii) There exist nondegenerate *-homomorphisms \( C \to M(C \rtimes_r A) \) and \( A \to M(C \rtimes_r A) \), given by \( c \mapsto \delta(c) \) and \( a \mapsto 1 \otimes a \), respectively.

**Theorem 4.7.** There exists a unique coaction \((C \rtimes_r A, \tilde{\delta})\) of \((A, \Delta)\) such that \( \tilde{\delta}(\delta(c)(1 \otimes b \Delta a)) = (\delta(c) \otimes 1)(1 \otimes \text{Ad}(U_{|a}) \Delta(a)) \) for all \( c \in C, a \in A \). If \( \Delta \) is a fine coaction, then \( \tilde{\delta} \) is a very fine coaction. If \( \delta \) is left-full, then \( \tilde{\delta} \) is left-full.

**Definition 4.8.** Let \((C, \delta)\) be a coaction of \((\tilde{\alpha}, \tilde{\Delta})\). Then we call \( C \rtimes_r A \) the reduced crossed product and \((C \rtimes_r A, \tilde{\delta})\) the reduced dual coaction of \((C, \delta)\).

**Proposition 4.9.** Let \( \rho \) be a morphism between coactions \((C, \delta_C)\) and \((D, \delta_D)\) of \((\tilde{\alpha}, \tilde{\Delta})\). Then there exists a unique morphism \( \rho \rtimes_r \text{id from } (C \rtimes_r A, \tilde{\delta}_C) \to (D \rtimes_r A, \tilde{\delta}_D) \) such that \((\rho \rtimes_r \text{id})(1 \otimes b \Delta c) \cdot \delta_D(d)(1 \otimes b \Delta a) = (1 \otimes b \Delta c) \delta_D(\rho(c)d)(1 \otimes b \Delta a)\) for all \( c \in C, d \in D, a, a' \in A \).

**Corollary 4.10.** There exists a functor \(- \rtimes_r A: \text{Coact}_{(\tilde{\alpha}, \tilde{\Delta})} \to \text{Coact}_{(A, \Delta)}\) given by \((C, \delta) \mapsto (C \rtimes_r A, \tilde{\delta})\) and \( \rho \mapsto \rho \rtimes_r \text{id.} \).
4.2. The duality theorem. The preceding constructions yield for each coaction \((\mathcal{C}, \delta_{\mathcal{C}})\) of \((\mathcal{A}, \Delta)\) and each coaction \((\mathcal{D}, \delta_{\mathcal{D}})\) of \((\widehat{\mathcal{A}}, \widehat{\Delta})\) a bidual \((\mathcal{C} \rtimes_r \widehat{\mathcal{A}} \rhd A, \widehat{\delta}_{\mathcal{D}})\) and \((\mathcal{D} \rtimes_r \widehat{\mathcal{A}} \rhd \widehat{\mathcal{A}}, \delta_{\mathcal{C}})\), respectively. The following generalization of the Baaj-Skandalis duality theorem [3] identifies these biduals in the case where \((V, U)\) is a \(C^\ast\)-pseudo-Kac system and the initial coactions are fine. Morally, it says that up to Morita equivalence, the functors \(\gamma \rhd \widehat{\mathcal{A}}\) and \(\gamma \rhd \mathcal{A}\) implement an equivalence of the categories \(\text{Coact}^f_{(\mathcal{A}, \mathcal{D})}\) and \(\text{Coact}^f_{(\widehat{\mathcal{A}}, \widehat{\Delta})}\).

**Theorem 4.11.** Assume that \((V, U)\) is a \(C^\ast\)-pseudo-Kac system.

(i) Let \((\mathcal{C}, \delta)\) be a (very) fine coaction of \((\mathcal{A}, \Delta)\), where \(\mathcal{C} = C_K\). Then there exists an isomorphism \(\Phi: C \rtimes_r \widehat{\mathcal{A}} \rhd A \rightarrow [[\beta]_2 C(\beta)\beta_2] \subseteq \mathcal{L}(K_\gamma \otimes_b H_\alpha)\) such that \(\Phi^{-1}\) is an (iso)morphism from \((K_\gamma \otimes_b H_\alpha, [[\beta]_2 C(\beta)\beta_2])\) to \(C \rtimes_r \widehat{\mathcal{A}} \rhd A\) and \(\widehat{\delta} \circ \Phi^{-1} = (\Phi^{-1} \ast \text{id}) \circ \text{Ad}_{(1 \otimes_b V)} \circ \text{Ind}_{[\beta]_2}(\delta)\).

(ii) Let \((\mathcal{D}, \delta)\) be a (very) fine coaction of \((\widehat{\mathcal{A}}, \widehat{\Delta})\), where \(\mathcal{D} = D_L\). Then there exists an isomorphism \(\Phi: \mathcal{D} \rtimes_r \mathcal{A} \rtimes_r \widehat{\mathcal{A}} \cong [\alpha_2 \otimes \alpha]\subseteq \mathcal{L}(L_b \otimes_b H_\nu)\) such that \(\Phi^{-1}\) is an (iso)morphism from \((L_b \otimes_b H_\nu, [\alpha_2 \otimes \alpha])\) to \(\mathcal{D} \rtimes_r \mathcal{A} \rtimes_r \widehat{\mathcal{A}}\) and \(\widehat{\delta} \circ \Phi^{-1} = (\Phi^{-1} \ast \text{id}) \circ \text{Ad}_{(1 \otimes_b V)} \circ \text{Ind}_{[\beta]_2}(\delta)\).

**Proof.** We only prove (i); then (ii) follows after replacing \((V, U)\) by \((\tilde{V}, U)\). By Proposition 3.4 and Proposition 3.11, applied to the \(C^\ast\)-pseudo-Kac system \((\tilde{V}, U)\), we have \([\widehat{\mathcal{A}} \text{Ad}_U(A)] = [\mathcal{A} \text{Ad}_V(\mathcal{A})] = [\beta^{\mathcal{A}}]\), and since \(\delta\) is fine,

\[ [[\beta]_2 C(\beta)\beta_2] = [\delta(C)(1 \otimes \beta^{\mathcal{A}})] = [\delta(C)(1 \otimes \widehat{\mathcal{A}} \text{Ad}_U(A))] \]

One easily verifies that the \(*\)-homomorphism \(\text{Ind}_{[\beta]_2}(\delta)\) (see Lemma 2.1) yields an (iso)morphism of \(C^\ast\)-b-algebras

\[ \text{Ind}_{[\beta]_2}(\delta): (K_\gamma \otimes_b H_\alpha, [[\beta]_2 C(\beta)\beta_2]) \rightarrow (K_\gamma \otimes_b H_\alpha \otimes_b H_\alpha, [[\beta]_2 \delta(C)(\beta)\beta_2]). \]

Denote by \(\Psi\) the composition of this (iso)morphism with \(\text{Ad}_{(1 \otimes_b V)}\) and let \(\delta^{(2)} = (\delta \ast \text{id}) \circ \delta = (\text{id} \ast \Delta) \circ \delta\). Let \(x = \delta(c)(1 \otimes \widehat{U}aU) \in [[\beta]_2 C(\beta)\beta_2]\), where \(c \in C, \widehat{a} \in \widehat{\mathcal{A}}, a \in \mathcal{A}\).

By Lemma 3.6,

\[ \Psi(x) = \text{Ad}_{(1 \otimes_b V)}(\delta^{(2)}(c)(1 \otimes 1 \otimes \widehat{U}aU)) = (\delta(c) \otimes 1)(1 \otimes \Delta(\widehat{a}))(1 \otimes 1 \otimes UaU). \]

Consequently, \(\Psi([[\beta]_2 C(\beta)\beta_2]) = C \rtimes_r \widehat{\mathcal{A}} \rhd_r A\). Next, the relations \(C \rtimes_r \widehat{\mathcal{A}} \rhd_r A = (K_\gamma \otimes_b H_\beta \otimes_b H_\beta, C \rtimes_r \mathcal{A} \rtimes_r \widehat{\mathcal{A}})\) and \((1 \otimes \mathcal{V}^*)^\ast(\gamma \triangleright \alpha \triangleright \widehat{a}) = \gamma \triangleright \beta \triangleright \widehat{a}\) imply that \(\Psi\) is a morphism of \(C^\ast\)-b-algebras as claimed. Using the definition of \(\widehat{\delta}\), Proposition 3.4, and
Lemma 3.6, we find
\[
\hat{\delta}(\Psi(x)) = (\delta(c) \otimes 1 \otimes 1)(1 \otimes \hat{\Delta}(\hat{a}) \otimes 1)(1 \otimes 1 \otimes \text{Ad}_{U \otimes 1}(\Delta(a)))
\]
\[
= \text{Ad}_{(U \otimes 1)}\left((\delta(\hat{c}) \otimes 1)(1 \otimes \hat{\Delta}(\hat{a}) \otimes 1)(1 \otimes 1 \otimes \text{Ad}_{U \otimes 1}(\Delta(a)))\right)
\]
\[
= (\Psi \ast \text{id})\left((\delta(c) \otimes 1)(1 \otimes \hat{\Delta}(\hat{a}) \otimes 1)(1 \otimes 1 \otimes \text{Ad}_{U \otimes 1}(\Delta(a)))\right)
\]
\[
= (\Psi \ast \text{id})\left((1 \otimes \Sigma \hat{V})(\delta(c) \otimes 1 \otimes \hat{\Delta}(UaU)(1 \otimes \hat{V}^* \Sigma)\right)
\]
\[
= (\Psi \ast \text{id})\left((1 \otimes \Sigma \hat{V})(\text{Ind}_{\hat{L} \otimes 2}(\delta(x))(1 \otimes \hat{V}^* \Sigma)\right).
\]

5. THE $C^*$-PSEUDO-KAC SYSTEM OF A GROUPOID

For the remainder of this article, we fix a locally compact, Hausdorff, second countable groupoid $G$ with a left Haar system $\mu$. In [29], we associated to such a groupoid a regular $C^*$-pseudo-multiplicative unitary $V$ and identified the underlying $C^*$-algebras of the Hopf $C^*$-bimodules $(\hat{A}, \hat{\Delta})$ and $(A, \Delta)$ of $V$ with the function algebra $C_0(G)$ and the reduced groupoid $C^*$-algebra $C^*_r(G)$, respectively. We now recall this construction and define a symmetry $U$ such that $(V, U)$ becomes a $C^*$-pseudo-Kac system. For background on groupoids, see [20], [23].

Denote by $\lambda^{-1}$ the right Haar system associated to $\lambda$ and let $\mu$ be a measure on the unit space $G^0$ with full support. We denote the range and the source map of $G$ by $r$ and $s$, respectively, let $G^u := r^{-1}(u)$ and $G_u := s^{-1}(u)$ for each $u \in G^0$, and define measures $\nu, \nu^{-1}$ on $G$ such that

\[
\int_G f d\nu = \int_{G^0} \int_{G_u} f(x) d\lambda^u(x) d\mu(u), \quad \int_G f d\nu^{-1} = \int_{G^0} \int_{G_u} f(x) d\lambda^{-1}_u(x) d\mu(u)
\]

for all $f \in C_c(G)$. We assume that $\mu$ is quasi-invariant in the sense that $\nu$ and $\nu^{-1}$ are equivalent, and denote by $D := d\nu/d\nu^{-1}$ the Radon-Nikodym derivative. One can choose $D$ such that it is a Borel homomorphism (see page 89 in [20]), and we do so.

We identify functions in $C_0(G^0)$ and $C_b(G)$ with multiplication operators on the Hilbert spaces $L^2(G^0, \mu)$ and $L^2(G, \nu)$, respectively, and let $\mathfrak{R} = L^2(G^0, \mu)$, $\mathfrak{B} = \mathfrak{B}^1 = C_0(G^0) \subseteq \mathcal{L}(\mathfrak{R})$, $\mathfrak{b} = (\mathfrak{R}, \mathfrak{B}, \mathfrak{B}^1) = b$, $H = L^2(G, \nu)$.

Pulling functions on $G^0$ back to $G$ along $r$ or $s$, we obtain representations $r^*: C_0(G^0) \to C_b(G)$, $s^*: C_0(G^0) \to C_b(G)$, and $\mathfrak{R}, \mathfrak{B}, \mathfrak{B}^1 \to \mathfrak{b}$, $H \to L^2(G, \nu)$. Define $C^*$-$C_0(G^0)$-modules $L^2(G, \lambda)$ and $L^2(G, \lambda^{-1})$ as the respective completions of the pre-$C^*$-module $C_\mathfrak{r}(G)$, the structure maps being given by

\[
\langle \xi' | \xi \rangle(u) = \int_{\mathfrak{R}} \xi'(x) \xi(x) d\lambda^u(x), \quad \xi f = r^*(f) \xi \quad \text{in the case of } L^2(G, \lambda),
\]
\[
\langle \xi' | \xi \rangle(u) = \int_{\mathfrak{R}} \xi'(x) \xi(x) d\lambda^{-1}_u(x), \quad \xi f = s^*(f) \xi \quad \text{in the case of } L^2(G, \lambda^{-1})
\]

respectively, for all $\xi, \xi' \in C_c(G)$, $u \in G^0$, $f \in C_0(G^0)$. Then there exist isometric embeddings $j: L^2(G, \lambda) \to \mathcal{L}(\mathfrak{R}, H)$ and $\hat{j}: L^2(G, \lambda^{-1}) \to \mathcal{L}(\mathfrak{R}, H)$ such that

\[
(j(\xi)\zeta)(x) = \xi(x)\zeta(r(x)), \quad (\hat{j}(\xi)\zeta)(x) = \xi(x)D^{-1/2}(x)\zeta(s(x))
\]
for all $\xi \in C_c(G)$, $\zeta \in C_c(G^0)$. Let $\alpha = \beta := j(L^2(G, \lambda))$ and $\tilde{\alpha} = \tilde{\beta} := j(L^2(G, \lambda^{-1}))$. Then $(H, \tilde{\alpha}, \tilde{\beta}, \alpha, \beta)$ is a $C^*$-(b, b, b, b)-module, $\rho_{\alpha} = \rho_{\beta} = r^*$ and $\rho_{\tilde{\alpha}} = \rho_{\tilde{\beta}} = s^*$, and $j(\xi)^*j(\xi') = \langle \xi|\xi' \rangle$ and $j(\eta)^*j(\eta') = \langle \eta|\eta' \rangle$ for all $\xi, \xi' \in L^2(G, \lambda)$, $\eta, \eta' \in L^2(G, \lambda^{-1})$; see §2.3 in [29].

The Hilbert spaces $H_{\beta \otimes \alpha}^b$ and $H_{\alpha \otimes \beta}^b$ can be described as follows. Define measures $\nu^2_{s,r}$ on $G_s \times_r G$ and $\nu^2_{r,r}$ on $G_r \times_r G$ such that

\[
\begin{align*}
(5.1) \quad & \int_{G_s \times_r G} f \, d\nu^2_{s,r} = \int_{G_r \times_r G} \int_{G_u} \int_{G_u} f(x, y) \, d\lambda^u(x) \, d\lambda^u(x) \, d\mu(u), \\
& \int_{G_r \times_r G} g \, d\nu^2_{r,r} = \int_{G_u} \int_{G_u} \int_{G_u} g(x, y) \, d\lambda^u(y) \, d\lambda^u(y) \, d\mu(u)
\end{align*}
\]

for all $f \in C_c(G_s \times_r G)$, $g \in C_c(G_r \times_r G)$. Then there exist unitaries

\[
\Phi : H_{\beta \otimes \alpha}^b \to L^2(G_s \times_r G, \nu^2_{s,r}) \quad \text{and} \quad \Psi : H_{\alpha \otimes \beta}^b \to L^2(G_r \times_r G, \nu^2_{r,r})
\]

such that for all $\eta, \xi \in C_c(G)$, $\zeta \in C_c(G^0)$,

\[
\Phi (j(\eta) \otimes \zeta \otimes j(\xi))(x, y) = \eta(x) D^{-1}(x) \zeta(s(x)) \xi(y),
\]

\[
\Psi (j(\eta) \otimes \zeta \otimes j(\xi))(x, y) = \eta(x) \zeta(r(x)) \xi(y).
\]

From now on, we use these isomorphisms without further notice.

**Theorem 5.1.** There exists a $C^*$-pseudo-Kac system $(V, U)$ on $(H, \tilde{\alpha}, \tilde{\beta}, \alpha, \beta)$ such that for all $\omega \in C_c(G_s \times_r G)$, $(x, y) \in G_s \times_r G$, $\xi \in C_c(G)$, $z \in G$,

\[
(5.2) \quad (V \omega)(x, y) = \omega(x, x^{-1}y) \quad \text{and} \quad (U \xi)(x) = \xi(x^{-1})D(x^{-1}/2).
\]

**Proof.** By Theorem 2.5 and Example 4.3 (ii) in [29], there exists a regular $C^*$-pseudo-multiplicative unitary $V$ as claimed. The second formula in (5.2) defines a unitary $U \in \mathcal{L}(H)$ by definition of the Radon-Nikodym derivative $D = dv/d\nu^{-1}$, and $U^2 = \text{id}$ because $(U^2 \xi)(x) = (U \xi)(x^{-1})D(x^{-1}/2) = \xi(x)D(x)^{1/2}D(x)^{-1/2} = \xi(x)$ for all $\xi \in C_c(G)$ and $x \in G$. The unitary $V = \Sigma U_1 VU_1 \Sigma$ is equal to $V^{op} = \Sigma V^* \Sigma$ because

\[
(U_1 VU_1 \omega)(x, y) = (VU_1 \omega)(x^{-1}, y)D(x)^{-1/2}
\]

\[
= (U_1 \omega)(x^{-1}, xy)D(x)^{-1/2}
\]

\[
= \omega(x, xy)D(x^{-1})D(x)^{-1/2}D(x)^{-1/2} = \omega(x, x y)
\]

for all $\omega \in C_c(G_s \times_r G)$, $(x, y) \in G_s \times_r G$. In particular, $\tilde{V}$ is a regular $C^*$-pseudo-multiplicative unitary. It remains to show that the map $Z := \Sigma U_2 V : H_{\beta \otimes \alpha}^b \to H_{\beta \otimes \alpha}^b$ satisfies $Z^2 = 1$. But for all $\omega \in C_c(G_s \times_r G)$ and $(x, y) \in G_s \times_r G$,

\[
(Z \omega)(x, y) = (V \omega)(y, x^{-1})D(x)^{-1/2} = \omega(y, y^{-1}x^{-1})D(x)^{-1/2},
\]

\[
(Z^2 \omega)(x, y) = (Z \omega)(y, y^{-1}x^{-1})D(x)^{-1/2}
\]

\[
= (Z \omega)(y^{-1}x^{-1}, xy^{-1})D(x)D(y)^{-1/2}
\]

\[
= \omega(x, x^{-1}y)(D(x)D(y)D(y^{-1}x^{-1}))^{-1/2} = \omega(x, y).
\]

$\square$
The Hopf $C^*$-bimodules $(\hat{\mathcal{A}}, \hat{\Delta})$ and $(\mathcal{A}, \Delta)$ associated to $V$ can be described as follows; see Theorem 3.16 in [29]. Given $g \in C_c(G)$, define $L(g) \in C^*_p(G) \subseteq \mathcal{L}(H)$ by
\[
(L(g) f)(x) = \int_{G^{\tau(x)}} g(z) f(z^{-1} x) D^{-1/2}(z) \, d\lambda^x(z)
\]
for all $x \in G$, $f \in C_c(G) \subseteq L^2(G, \nu) = H$. Then

\[
\hat{\Delta} = C_0(G) \subseteq \mathcal{L}(H), \quad (\hat{\Delta}(f) \omega)(x, y) = f(xy) \omega(x, y),
\]

\[
A = C^*_p(G), \quad (\Delta(L(g)) \omega')(x', y') = \int_{G\omega'} g(z) D^{-1/2}(z) \omega'(z^{-1} x', z^{-1} y') \, d\lambda^{x'}(z)
\]
for all $f \in C_0(G)$, $\omega \in C_c(G_x \times_y G)$, $(x, y) \in G_x \times_y G$ and $g \in C_c(G)$, $\omega' \in C_c(G_{x'} \times_{y'} G)$, $(x', y') \in G_{x'} \times_{y'} G$, where $\omega' = r(x') = r(y')$. We shall loosely refer to $C_0(G)$ and $C^*_p(G)$ as Hopf $C^*$-bimodules, having in mind $(\hat{\mathcal{A}}, \hat{\Delta})$ and $(\mathcal{A}, \Delta)$, respectively.

6. Actions of $G$ and coactions of $C_0(G)$

Let $G$ be a groupoid and consider $C_0(G)$ as a Hopf $C^*$-bimodule as in the preceding section. Then coactions of $C_0(G)$ can be related to actions of $G$ as follows. Let us say that a tuple $(\mathbf{F}, G, \eta, e)$ is an embedding of a category C into a category D as a full and coreflective subcategory if $\mathbf{F} : C \to D$ is a full and faithful functor and $G : D \to C$ is a faithful right adjoint to $\mathbf{F}$, where $\eta : \text{id}_C \to GF$ is the unit and $e : FG \to \text{id}_D$ is the counit of the adjunction; see also §IV.3 in [18]. In this section, we construct such an embedding of the category of actions of $G$ on continuous $C_0(G^0)$-algebras into the category of certain admissible coactions of $C_0(G)$. We keep the notation introduced in the preceding section.

6.1. $C_0(G^0)$-algebras and $C^*$-$b$-algebras. We shall embed the category of admissible $C_0(G^0)$-algebras into the category of admissible $C^*$-$b$-algebras as a full and coreflective subcategory.

Recall that a $C_0(X)$-algebra, where $X$ is some locally compact Hausdorff space, is a $C^*$-algebra $C$ with a fixed nondegenerate *-homomorphism of $C_0(X)$ into the center of the multiplier algebra $M(C)$ [6], [14]. We denote the fiber of a $C_0(X)$-algebra $C$ at a point $x \in X$ by $C_x$ and write the quotient map $p_x : C \to C_x$ as $c \mapsto c_x$. Recall that $C$ is a continuous $C_0(X)$-algebra if the map $X \to \mathbb{R}$ given by $x \mapsto |c_x|$ is continuous for each $c \in C$. A morphism of $C_0(X)$-algebras $C, D$ is a nondegenerate *-homomorphism $\pi : C \to M(D)$ such that $\pi(f c) = f \pi(c)$ for all $f \in C_0(X)$, $c \in C$.

**Definition 6.1.** We call a $C_0(G^0)$-algebra $C$ admissible if it is continuous and if $C_u \neq 0$ for each $u \in G^0$, and we call a $C^*$-$b$-algebra $C_K^*$ admissible if $[\rho, C_0(G^0)]C = C$ and $[C_G] = \gamma$. A morphism between admissible $C^*$-$b$-algebras $C_K^*$, $D_L^*$ is a semi-morphism $\pi$ from $C_K^*$ to $M(D)_L^*$ that is nondegenerate in the sense that $[\pi(C)D] = D$. Denote by $C_0(G^0)$-$\text{alg}^a$ the category of all admissible $C_0(G^0)$-algebras, and by $C^*$-$b$-$\text{alg}^a$ the category of all admissible $C^*$-$b$-algebras.

**Lemma 6.2.** (i) Let $C_K^*$ be an admissible $C^*$-$b$-algebra. Then $C$ is an admissible $C_0(G^0)$-algebra with respect to $\rho_\gamma$.

(ii) Let $\pi$ be a morphism between admissible $C^*$-$b$-algebras $C^*_K$, $D^*_L$. Then $\pi$ is a morphism of $C_0(G^0)$-algebras from $(C, \rho_\gamma)$ to $(D, \rho_\gamma)$.
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Proof. (i) First, note that \( \rho_C(C_0(G^0)) \subseteq M(C) \) is central because \( C \subseteq \mathcal{L}(K_\gamma) \subseteq \rho_C(C_0(G^0))^\gamma \). The map \( C \rightarrow \mathcal{L}(K_\gamma) \cong \mathcal{L}(\gamma) \) is a faithful field of representations in the sense of Theorem 3.3 in [6], and therefore \( C \) is a continuous \( C_0(G^0) \)-algebra. We have \( C_u \neq 0 \) for each \( u \in G^0 \) because otherwise \( C = [C_1] \), where \( C_1 = C_0(G^0)\{u\} \), and then \( \gamma^* \gamma = \gamma^* \gamma' \gamma = \gamma^* \gamma'I_u = I_u \neq C_0(G^0) \), contradicting the fact that \( K_\gamma \) is a \( C^* \)-bimodule.

(ii) This is Lemma 3.4 in [27]. \( \square \)

We embed \( C_0(G^0)-\text{alg}^\bullet \) into \( C^* \)-\text{alg}^\bullet \) using a KSGNS-construction for the following kind of weights.

**Definition 6.3.** A \( C_0(G^0) \)-weight on a \( C_0(G^0) \)-algebra \( C \) is a \( C_0(G^0) \)-linear, positive map \( \phi: C \rightarrow C_0(G^0) \). We denote the set of all such weights by \( \mathcal{W}(C) \).

Let \( C \) be an admissible \( C_0(G^0) \)-algebra. The results in [4] imply:

**Lemma 6.4.** \( \bigcap_{\phi \in \mathcal{W}(C)} \ker \phi = \{0\} \) and \( \bigcup_{\phi \in \mathcal{W}(C)} \phi(C) = C_0(G^0) \). \( \square \)

Let \( \phi \in \mathcal{W}(C) \). Then \( \phi \) is completely positive by Theorem 3.9 in [21] and bounded by Lemma 5.1 in [16]. Let \( E_\phi = C \otimes_\phi \mathbb{R} \) (see Section 1) and define \( \eta_\phi: C \rightarrow \mathcal{L}(E_\phi) \) and \( \iota_\phi: C \rightarrow \mathcal{L}(E_\phi) \) by \( \eta_\phi(c)(d \otimes_\phi \zeta) = cd \otimes_\phi \zeta \) and \( \iota_\phi(c) \zeta = c \otimes_\phi \zeta \) for all \( c, d \in C, \zeta \in \mathbb{R} \). One easily verifies that for all \( c, d \in C, f \in C_0(G^0), \zeta \in \mathbb{R} \),

\[
\eta_\phi(c)(d \otimes_\phi f \zeta) = cd f \otimes_\phi \zeta = \eta_\phi(cf)(d \otimes_\phi \zeta).
\]

The universal \( C_0(G^0) \)-representation \( \eta_C: C \rightarrow \mathcal{L}(E_C) \) of \( C \) is the direct sum of the representations \( \eta_\phi: C \rightarrow \mathcal{L}(E_\phi) \), where \( \phi \in \mathcal{W}(C) \). Denote by \( \iota_C \subseteq \mathcal{L}(E_\phi, E_C) \) the closed linear span of all maps \( \iota_\phi(c): \mathbb{R} \rightarrow E_\phi \rightarrow E_C \), where \( c \in C, \phi \in \mathcal{W}(C) \).

**Lemma 6.5.** \( \eta_C(C)_{E_C} \) is an admissible \( C^* \)-\text{alg}^\bullet \) and \( \eta_C \) is an isomorphism of \( C_0(G^0) \)-algebras from \( C \) to \( (\eta_C(C), \rho_{\eta_C}) \).

Proof. The definition of \( \iota_C \), the equations (6.1) and Lemma 6.4 imply that \( [\iota_C \mathbb{R}] = \bigoplus_\phi \mathbb{R} E_\phi = E_C, [\iota_C C] = [\bigcup_\phi \mathbb{R} \phi(C)] = C_0(G^0) \) and \( [\iota_C C_0(G^0)] = \iota_C \), whence \( (E_C, \iota_C) \) is a \( C^* \)-bimodule, and that \( [\eta_C(C) \rho_{\eta_C}(C_0(G^0))] = [\eta_C(C C_0(G^0))] = \eta_C(C) \) and \( [\eta_C(C) \iota_C] = \iota_C \), whence \( \eta_C(C)_{E_C} \) is an admissible \( C^* \)-\text{alg}^\bullet \). Lemma 6.4 implies that \( \eta_C \) is injective and hence an isomorphism of \( C \) onto \( \eta_C(C) \), and the last equation in (6.1) implies that \( \eta_C(c) \rho_M(f) = \eta_C(cf) \) for all \( c \in C, f \in C_0(G^0) \). \( \square \)

**Theorem 6.6.** There exists an embedding as a full coreflective subcategory \( (F, G, \eta, \epsilon) \) of \( C_0(G^0)-\text{alg}^\bullet \) into \( C^* \)-\text{alg}^\bullet \) such that the following conditions hold:

(i) \( F \) is given by \( C \mapsto \eta_C(C)_{E_C} \) on objects and by \( F \pi: \eta_C(c) \mapsto \eta_D(\pi(c)) \) for each morphism \( \pi \) between objects \( C, D \) in \( C_0(G^0)-\text{alg}^\bullet \);

(ii) \( G \) is given by \( C_K \mapsto (C, \rho_C) \) on objects and \( \pi \mapsto \pi \) on morphisms;

(iii) \( \eta_C \) is defined as above for each object \( C \) in \( C_0(G^0)-\text{alg}^\bullet \);

(iv) \( \epsilon_C = \eta_C^{-1} \) for each object \( C \) in \( C^* \)-\text{alg}^\bullet \).
Proof of Theorem 6.6. The functor $G: C^*-b$-$\text{alg}^a \to C_b(G^0)$-$\text{alg}^a$ is well defined by Lemma 6.2 and evidently faithful.

Let $C$ be an admissible $C_b(G^0)$-$\text{alg}$, $\mathcal{D} = D^*_K$ an admissible $C^*$-$b$-$\text{alg}$, and $\pi: C \to G \mathcal{D}$ a morphism in $C_b(G^0)$-$\text{alg}^a$. We claim that $\pi \circ \eta_{C}^{-1}$ is a morphism from $FC$ to $D$ in $C^*$-$b$-$\text{alg}^a$. Let $\xi \in \gamma$. Then the map $\phi: C \to C_b(G^0) \subseteq L(\mathbb{R})$ given by $c \mapsto \xi \pi(c)\xi$ is a $C_b(G^0)$-weight, and there exists an isometry $S: E_\phi \to K$ such that $S(c \otimes_\phi \xi) = \pi(c)\xi$ for all $c \in C, \xi \in \mathbb{R}$. Denote by $P: E_C \to E_\phi$ the natural projection. Then $[SP_\phi] = [SP_\phi(C)] = [\pi(C)\xi]$ lies in $\gamma$ and contains $\xi$, and $SP_\pi(c) = S\eta_\phi(c) = \pi(c)$ for each $c \in C$. Since $\xi \in \gamma$ was arbitrary, the claim follows.

Using Lemma 6.5, we conclude that $F$ is well defined and that $\eta$ is a natural isomorphism from $id$ to $GF$. Indeed, if $\pi: C \to D$ is a morphism in $C_b(G^0)$-$\text{alg}^a$, then $F\pi = \eta_D \circ \pi \circ \eta_C^{-1}$ is a morphism from $FC$ to $FD$ by the argument above.

Finally, let $\mathcal{D}$ be an admissible $C^*$-$b$-$\text{alg}$. The argument above, applied to the identity on $GD$, yields a morphism $\epsilon_F$ from $FGD$ to $D$ in $C^*$-$b$-$\text{alg}^a$ such that the composition $GD \xrightarrow{FG, \epsilon_F} GFGD \xrightarrow{G\epsilon, \epsilon} GD$ is the identity. Since $\eta$ is a natural transformation, also $\epsilon: FG \to id$ is one. For each admissible $C_b(G^0)$-$\text{alg}$ $C$, the composition $FC \xrightarrow{FG, \epsilon_F} GFGC \xrightarrow{FG, \epsilon} FC$ is the identity by construction. From Theorem 2 of §IV.1 in [18], we can conclude that $F$ is a left adjoint to $G$ such that $\eta$ and $\epsilon$ form the unit and counit, respectively, of the adjunction. Since $\eta$ is a natural isomorphism, $F$ is full and faithful by Theorem 1 of §IV.3 in [18].

6.2. Actions of $G$ and coactions of $C_b(G)$. We next embed the category of admissible actions of $G$ as a full and coreflective subcategory into the category of all admissible coactions of $C_b(G)$.

The definition of an action of $G$ requires the following preliminaries. Given $C_b(G^0)$-$\text{alg}$s $(C, \rho)$ and $(D, \sigma)$, where $D$ is commutative, we denote by $C_\rho \boxtimes_\sigma D$ the $C_b(G^0)$-tensor product [5], and drop the subscript $\rho$ or $\sigma$ if this map is understood. Given a $C_b(G^0)$-$\text{alg}$ $C$ and a continuous surjection $t: G \to G^0$, we consider $C_b(G)$ as a $C_b(G^0)$-$\text{alg}$ via $t^*: C_b(G^0) \to M(C_b(G))$ and let $t^*C := C \boxtimes_0 C_b(G)$, which is a $C_b(G)$-$\text{alg}$ in a natural way. Each morphism $\pi$ of $C_b(G^0)$-$\text{alg}$s $C, D$ induces a morphism of $t^*\pi$ of $C_b(G)$-$\text{alg}$s from $t^*C$ to $t^*D$ via $c \boxtimes f \mapsto \pi(c) \boxtimes f$. An action of $G$ on a $C_b(G^0)$-$\text{alg}$ $C$ is an isomorphism $\sigma: s^*C \to r^*C$ of $C_b(G)$-$\text{alg}$s such that the restrictions of $\sigma$ to the fibers satisfy $\sigma_x \circ \sigma_y = \sigma_{xy}$ for all $(x, y) \in G \times_G G$ [17]. A morphism between actions $(C, \sigma^C)$ and $(D, \sigma^D)$ of $G$ is a morphism of $C_b(G^0)$-$\text{alg}$s $\pi$ from $C$ to $D$ satisfying $\sigma^D \circ s^*\pi = r^*\pi \circ \sigma^C$.

Definition 6.7. We call an action $(C, \sigma)$ of $G$ admissible if the $C_b(G^0)$-$\text{alg}$ $C$ is admissible, and we call a coaction $(C^*_K, \delta)$ of $C_b(G)$ admissible if $C^*_K$ is an admissible $C^*$-$b$-$\text{alg}$ and $[\delta(C)(1 \otimes C_b(G))] = C_b \otimes C_b(G)$ in $L(\mathfrak{K} \otimes_\partial H)$.

Remark 6.8. If $\sigma$ is an action of $G$ on a continuous $C_b(G^0)$-$\text{alg}$, then the subset $Y := \{u \in G^0 \mid C_u \neq 0\} \subseteq G^0$ is open, $C$ is an admissible $C_b(Y)$-$\text{alg}$, and $\sigma$ restricts to an action of the subgroupoid $G|_Y := \{x \in G \mid r(x), s(x) \in Y\} \subseteq G$.

Lemma 6.9. Let $C^*_K$ and $D^*_K$ be admissible $C^*$-$b$-$\text{alg}$s, where $D$ is commutative. Then there exists an isomorphism $C_\rho \boxtimes_\rho D \to C_{\gamma} \otimes \gamma D, c \boxtimes d \mapsto c \otimes d$. 

Proof. Use Lemma 2.7 in [5] and apply Proposition 4.1 in [5] to the field of representations $C \hookrightarrow L(K_{\gamma}) \cong L(\gamma)$, noting that $\gamma \otimes_{p_{x}} D \cong [\gamma \gamma_{1}]D$ as a Hilbert $C^{*}$-module via $\xi \otimes d \mapsto [\xi]_{1}d$ and that $(C_{\gamma} \otimes_{b} D)[\gamma]D \subseteq [\gamma]D$. □

We use the isomorphism above without further notice.

Proposition 6.10. \(\text{(i)}\) Let $(C_{K}, \delta)$ be an admissible coaction of $C_{0}(G)$. There exists a unique action $\sigma_{G}$ of $G$ on $(C, \rho_{G})$ given by $c \in \mathcal{F} \mapsto \delta(c)(1 \otimes f)$. \(\text{(ii)}\) Let $(C, \sigma)$ be an admissible action of $G$. There exists a unique admissible, injective coaction $\delta_{G}$ of $C_{0}(G)$ on $FC$ given by $\eta_{G}(c) \mapsto (r^{*}\eta_{G})(\sigma(c \boxtimes 1))$.

Proof. \(\text{(i)}\) Since $\delta(C) \text{ and } 1 \otimes C_{0}(G)$ commute, there exists a unique $*$-homomorphism $\tilde{\sigma}$ from the algebraic tensor product $C \otimes C_{0}(G)$ to $r^{*}C$ such that $\tilde{\sigma}(c \otimes f) = \delta(c)(1 \otimes f)$ for all $c \in C$, $f \in C_{0}(G)$. Since $\delta$ is a coaction, $\delta(c_{y})(g) = \delta(c)(1 \otimes s^{*}(g))$ for all $g \in C_{0}(G)^{0}$. From Lemma 2.7 in [5], we can conclude that $\tilde{\sigma}$ factorizes to a $*$-homomorphism $\sigma : \tilde{\sigma}^{*} : r^{*}C \rightarrow r^{*}C$ satisfying the formula in (i). This $\sigma$ is surjective because $[\delta(C)(1 \otimes C_{0}(G))] = C \otimes C_{0}(G)$. In particular, $\sigma_{x}$ is surjective for each $x \in G$.

We claim that $\sigma_{x} \circ \sigma_{y} = \sigma_{xy}$ for all $(x, y) \in G \times G$. Define $r_{1} : G_{x} \times G \rightarrow G^{0}$ by $(x, y) \mapsto r(x)$. By Lemma 6.9, we have isomorphisms $C_{\gamma} \otimes_{b} C_{0}(G)^{0} \cong C \boxtimes_{\text{r}} C_{0}(G)$.

Consequently, $\delta_{G}$ is a coaction of $(\tilde{A}, \tilde{\Delta})$. Since $\sigma$ is injective, so are $\delta$ and $\delta_{G}$. Finally, $\delta_{G}$ is admissible because $[\delta_{G}(\eta_{G}(C))(1 \otimes C_{0}(G))] = (r^{*}\eta_{G})(\sigma(s^{*}C)) = r^{*}\eta_{G}(C) = [\eta_{G}(C) \otimes C_{0}(G)]$. □

Corollary 6.11. Every admissible coaction of $C_{0}(G)$ is injective, left-full, and right-full.

Proof. If $(C_{K}, \delta)$ is an admissible coaction, then the relations $[C_{0}(G)\alpha] = \alpha$ and $[C_{0}(G)\beta] = \gamma$ imply $[\delta(C)\alpha] = [\delta(C)(1 \otimes C_{0}(G))\alpha] = [(C \otimes C_{0}(G))\alpha] = [[C \otimes C_{0}(G)]\alpha]$ and $[\delta(C)\gamma] = [\delta(C)(1 \otimes C_{0}(G))\gamma] = [(C \otimes C_{0}(G))\gamma] = [[C \otimes C_{0}(G)]\gamma]$. Finally, $\delta$ is injective because $\sigma_{G}$ is injective and $\delta(c) = \sigma_{G}(c \boxtimes 1)$ for all $c \in C$. □
Proposition 6.12. Let \((C, \delta^C), (D, \delta^D)\) be admissible coactions with associated actions \(\sigma^C = \sigma_{\delta^C}, \sigma^D = \sigma_{\delta^D}\), and let \(\pi \in C^*\cdot b\text{-}\text{alg}^a(C, D) = C_0(G^0)\cdot \text{alg}^a(GC, GD)\). Then \((\pi \ast \text{id}) \circ \delta^C = \delta^D \circ \pi\) if and only if \(\pi^* \circ \sigma^C = \sigma^D \circ s^* \pi\).

Proof. Write \(C = C^*_K\). The assertion holds because for all \(c \in C\) and \(f \in C_0(G)\),

\[
((\pi \ast \text{id})(\delta^C(c))(1 \otimes b)) = ((\pi \ast \text{id})(\delta^C(c))(1 \otimes f)) = (\pi^* \circ \sigma^C)(c \otimes f),
\]

\[
\delta^D(\pi(c))(1 \otimes f) = \sigma^D(\pi(c) \otimes f) = (\sigma^D \circ s^* \pi)(c \otimes f).
\]


We denote by \(G\text{-}\text{act}^a\) and \(\text{Coact}^a_{C_0(G)}\) the categories of all admissible actions of \(G\) and all admissible coactions of \(C_0(G)\), respectively.

Theorem 6.13. There exists an embedding as a full and coreflective subcategory \((\hat{F}, \hat{G}, \hat{\eta}, \hat{\epsilon})\) of \(G\text{-}\text{act}^a\) into \(\text{Coact}^a_{C_0(G)}\), where

(i) \(\hat{F}\) is given by \((C, \sigma) \mapsto (FC, \delta_{\sigma})\) on objects and \(\pi \mapsto \hat{F}_\pi\) on morphisms;

(ii) \(\hat{G}\) is given by \((C, \delta) \mapsto (GC, \sigma_{\delta})\) on objects and \(\pi \mapsto \hat{G}_\pi = \pi\) on morphisms;

(iii) \(\hat{\eta}_C(\sigma) = \eta_C\) and \(\hat{\epsilon}_C(\delta) = \epsilon_C\) for all objects \((C, \sigma)\) and \((C, \delta)\).

Proof. The assignments \(\hat{G}\) and \(\hat{F}\) are well defined on objects and morphisms by Proposition 6.10 and 6.12. For each admissible action \((C, \sigma)\), we get \(\hat{\eta}_C \in G\text{-}\text{act}^a((C, \sigma), \hat{F}F(C, \sigma))\) because \(\sigma_{\delta_{\eta C}}(\eta_C(c) \otimes f) = \delta_{\sigma_{\eta C}}(\eta_C(c))(1 \otimes f) = \pi^* \eta_C(\sigma(c \otimes f))\) for all \(c \in C\), \(f \in C_0(G)\), and Proposition 6.12 implies that \(\epsilon_C = \eta_{GC}^{-1} \in \text{Coact}^a_{C_0(G)}(\hat{F}\hat{G}(C, \delta), (C, \delta))\) for each admissible coaction \((C, \delta)\). Now, the assertion follows from Theorem 6.6.

6.3. Comparison of the associated reduced crossed products. The reduced crossed product for an action \((C, \sigma)\) of \(G\) is defined as follows [17]. The subspace \(C_c(G; C, \sigma) := C_c(G) \ast \sigma C \subseteq r^*C\) carries the structure of a \(\ast\)-algebra and the structure of a pre-Hilbert \(C^*\)-module over \(C\) such that

\[
(ab)_x = \int_{C_G^G(x)} a_g \sigma_g(b_{g^{-1}}x) \, d\lambda^G(x)(y), \quad (a^*_x) = \sigma_x(a^*_{x^{-1}}),
\]

\[
\langle a, b \rangle_u = \int_{C_G^u} \sigma_g((a_{y^{-1}})^* b_{y^{-1}}) \, d\lambda^u(y) = (a^* b)_u, \quad (ac)_x = a_x \sigma_x(c_{a(x)}).
\]

for all \(a, b \in C_c(G; C, \sigma), u \in G^0\) and \(c \in C, x \in G\). Denote the completion of this pre-Hilbert \(C^*\)-module by \(L^2(G, \lambda^{-1}; C, \sigma)\). Using the relation \(\langle a bd \rangle_u = \langle abd \rangle_u = \langle b^* a d \rangle_u\), which holds for all \(a, b, d \in C_c(G; C, \sigma), u \in G^0\), and a routine norm estimate, one verifies the existence of a \(\ast\)-homomorphism \(\pi: C_c(G; C, \sigma) \rightarrow \mathcal{L}(L^2(G, \lambda^{-1}; C, \sigma))\) such that \(\pi(b)d = bd\) for all \(b, d \in C_c(G; C, \sigma)\). Then the reduced crossed product of \((C, \sigma)\) is the \(C^*\)-algebra \(C \rtimes_{\sigma, \pi} G := \{\pi(C_c(G; C, \sigma))\} \subseteq \mathcal{L}(L^2(G, \lambda^{-1}; C, \sigma))\).

Proposition 6.14. Let \((C^*_K, \delta)\) be an admissible coaction of \(C_0(G),\) consider \(C\) as a \(C_0(G^0)\)-algebra via \(\rho_{\pi}\), and let \(\sigma = \sigma_{\delta}\). Then there exists an isomorphism \(C \rtimes_{\sigma, \pi} G \rightarrow C \rtimes_{\delta, \pi} C^*_K\) given by \(\pi(c \otimes f) \mapsto \delta(c)(\text{id} \otimes UL(f)U)\) for all \(c \in C, f \in C_c(G)\).
Proof. Let $\delta_U : \text{Ad}_\text{id} \circ \delta : C \to \mathcal{L}(K_\gamma \otimes H)$. We equip $C_c(G; C, \sigma)$ with the structure of a pre-Hilbert $C^*$-module over $C$ such that

$$(ac)_x = ax_c(x)$$

and

$$\langle a|b\rangle_u = \int_{G_u} (a_x)^* b_x \, d\lambda^{-1}_u(x)$$

for all $a, b \in C_c(G; C, \sigma), c \in C, u \in G^0$, and denote by $L^2(G, \lambda^{-1}; C)$ the completion. One easily checks that there exists a unique unitary $\Phi : L^2(G, \lambda^{-1}; C) \to [\tilde{\delta}_U \gamma_2 C] = [\delta_U(C)\tilde{\gamma}_2 C]$ given by $c \otimes f \mapsto \tilde{\delta}(f)_{2c}$, and that for all $c, f \in C_c(G), y \in G$,

$$\Phi^{-1}(\tilde{\delta}(c)\tilde{\gamma}(f))_{2y} = \sigma^{-1}(c_{\tau(y)} f(y).$$

Hence, there exists a unitary $\Psi : L^2(G, \lambda^{-1}; C, \sigma) \to [\delta_U(C)\tilde{\gamma}_2 C]$ given by $c \otimes f \mapsto \delta_U(c)\tilde{\gamma}(f)_{2}$. Let $c, d \in C, f, g \in C_c(G)$ and $\omega = \Phi^{-1}(\Psi(c\otimes f))$. Then $\Phi(d)(\text{id} \otimes L(g))\Psi = \Psi(p(d \otimes g)$ because for all $x \in G$,

$$\Phi^{-1}(\tilde{\delta}(d)(\text{id} \otimes L(g))\Phi(\omega))_{x} = \int_{G_u} \sigma^{-1}(d_{r(x)}) g(x y^{-1}) \omega_y \, d\lambda^{-1}_u(y)$$

$$= \int_{G_u} \sigma^{-1}(d_{r(xy^{-1})}) g(x y^{-1}) \omega_{xy^{-1}}(c_{\tau(y)} f(y)) \, d\lambda^{-1}_u(y)$$

$$= \Phi^{-1}(\Psi(p(d \otimes g)(c \otimes f)))_{x}.$$

Since $d \in C$ and $g \in C_c(G)$ were arbitrary, the assertion follows. \qed

7. Fell bundles on groupoids

We now gather preliminaries on Fell bundles that are needed in Sections 8 and 9. We use the notion of a Banach bundle and standard notation; see [8].

7.1. Fell bundles on groupoids and their $C^*$-algebras. We first recall the notion of a Fell bundle on $G$ and the definition of the associated reduced $C^*$-algebra [15]. Given an upper semicontinuous Banach bundle $p : \mathcal{F} \to G$, denote by $\mathcal{F}^0$ the restriction of $\mathcal{F}$ to $G^0$, by $\mathcal{F}_{x} \times_{r_p} \mathcal{F}$ the restriction of $\mathcal{F} \times \mathcal{F}$ to $G_x \times G$, by $\mathcal{F}_x$ for each $x \in G$ the fiber at $x$, by $\Gamma_c(\mathcal{F})$ the space of continuous sections of $\mathcal{F}$ with compact support, and by $\Gamma_0(\mathcal{F}^0)$ the space of continuous sections of $\mathcal{F}^0$ that vanish at infinity in norm.

Definition 7.1. A Fell bundle on $G$ is an upper semicontinuous Banach bundle $p : \mathcal{F} \to G$ with a continuous multiplication $\mathcal{F}_{x} \times_{r_p} \mathcal{F} \to \mathcal{F}$ and a continuous involution $* : \mathcal{F} \to \mathcal{F}$ such that for all $e \in \mathcal{F}_x$, $(e_1, e_2) \in \mathcal{F}_{x} \times_{r_p} \mathcal{F}_x$, $(x, y) \in G_x \times G$,

(i) $p(e_1 e_2) = p(e_1) p(e_2)$ and $p(e^*) = p(e)^{-1}$;

(ii) the map $\mathcal{F}_x \times \mathcal{F}_y \to \mathcal{F}_{xy}, (e_1, e_2) \mapsto e_1 e_2$, is bilinear and the map $\mathcal{F}_x \to \mathcal{F}_{x^{-1}}$, $e' \mapsto e'^*$, is conjugate linear;

(iii) $(e_1 e_2) c_3 = e_1 (e_2 c_3), (e_1 e_2)^* = e_2^* e_1^*$, and $(e^*)^* = e$;

(iv) $|e_1 e_2| \leq |e_1| |e_2|, |e^* e| = |e|^2$, and $e^* e \geq 0$ in the $C^*$-algebra $\mathcal{F}_{s(p(e))}$.

We call $\mathcal{F}$ saturated if $[\mathcal{F}_{x} \mathcal{F}_y] = \mathcal{F}_{xy}$ for all $(x, y) \in G_x \times G$, and admissible if $\Gamma_0(\mathcal{F}^0)$ is an admissible $C_0(G^0)$-algebra with respect to the pointwise operations.
Let $\mathcal{F}$ be a Fell bundle on $G$. The associated reduced $C^*$-algebra is defined as follows. The space $\Gamma_c(\mathcal{F})$ is a $*$-algebra with respect to the multiplication and involution given by

\[(7.1) \quad (cd)(x) = \int_{G^s(x)} c(y)d(y^{-1}x)\,d\lambda^r(x)(y) = \int_{G^s(x)} c(xz^{-1})d(z)\,d\lambda^{-1}_{s(x)}(z)\]

and $c^*(x) = c(x^{-1})^*$, respectively, and a pre-Hilbert $C^*$-module over $\Gamma_0(\mathcal{F}^0)$ with respect to the structure maps

\[\langle c|d\rangle(u) = \int_{G^s} c(x)^*d(x)\,d\lambda^{-1}_u(x) = (c\,d)(u), \quad (ce)(x) = c(x)e(s(x)),\]

where $c, d \in \Gamma_c(\mathcal{F}), e \in \Gamma_0(\mathcal{F}^0), x \in G$. Denote by $\Gamma^2(\mathcal{F}, \lambda^{-1})$ the completion of this pre-Hilbert $C^*$-module. Then there exists a $*$-homomorphism

\[L_: \Gamma_c(\mathcal{F}) \to \mathcal{L}(\Gamma^2(\mathcal{F}, \lambda^{-1})), \quad L_-(a)b = ab \text{ for all } a, b \in \Gamma_c(\mathcal{F}),\]

and $C^*_c(\mathcal{F}) := [L_\mathcal{F}(\Gamma_c(\mathcal{F}))] \subseteq \mathcal{L}(\Gamma^2(\mathcal{F}, \lambda^{-1}))$ is the reduced $C^*$-algebra of $\mathcal{F}$. We identify $\Gamma_c(\mathcal{F})$ with $L_\mathcal{F}(\Gamma_c(\mathcal{F})) \subseteq C^*_c(\mathcal{F})$ via $L_\mathcal{F}$.

We equip $\Gamma_c(\mathcal{F})$ with the inductive limit topology; thus, a net converges if it converges uniformly and if the supports of its members are contained in some compact set. We shall use the following result; see Proposition 2.3 in [8].

**Lemma 7.2.** Let $\mathcal{E}$ be an upper semicontinuous Banach bundle on a locally compact, second countable, Hausdorff space $X$ and let $\Gamma' \subseteq \Gamma_c(\mathcal{E})$ be a subspace such that

1. $\Gamma'$ is closed under pointwise multiplication with elements of $C_c(X)$;
2. $\{f(x) \mid f \in \Gamma'\} \subseteq \mathcal{E}_x$ is dense for each $x \in X$.

Then $\Gamma'$ is dense in $\Gamma_c(\mathcal{E})$.

Given $f \in \Gamma_c(\mathcal{F})$ and $g \in \Gamma_0(\mathcal{F}^0)$, define $fg, gf \in \Gamma_c(\mathcal{F})$ by $(fg)(x) = f(x)g(s(x))$, $(gf)(x) = g(r(x))f(x)$ for all $x \in G$. Using the relation $[\mathcal{F}_x] = [\mathcal{F}_x\mathcal{F}^*_x\mathcal{F}_x]$, where $x \in G$, and Lemma 7.2, we find:

**Lemma 7.3.** $\Gamma_c(\mathcal{F})\Gamma_0(\mathcal{F}^0)$ and $\Gamma_0(\mathcal{F}^0)\Gamma_c(\mathcal{F})$ are linearly dense in $\Gamma_c(\mathcal{F})$. \[\square\]

### 7.2. The multiplier bundle of a Fell bundle.

Given a Fell bundle $\mathcal{F}$ on $G$, we define a multiplier bundle $\mathcal{M}(\mathcal{F})$ on $G$, extending the definition in §VIII.2.14 of [12]. Given a subspace $C \subseteq G$, we denote by $\mathcal{F}|_C$ the restriction of $\mathcal{F}$ to $C$.

**Definition 7.4.** Let $x \in G$. A multiplier of $\mathcal{F}$ of order $x$ is a map $T : \mathcal{F}|_{G^s(x)} \to \mathcal{F}|_{G^r(x)}$ such that $T\mathcal{F}_y \subseteq \mathcal{F}_{xy}$ for all $y \in G^{s(x)}$ and such that there exists a map $T^* : \mathcal{F}|_{G^r(x)} \to \mathcal{F}|_{G^s(x)}$ such that $e^*Tf = (T^*e)^*f$ for all $e \in \mathcal{F}|_{G^r(x)}, f \in \mathcal{F}|_{G^s(x)}$. We denote by $\mathcal{M}(\mathcal{F})_x$ the set of all multipliers of $\mathcal{F}$ of order $x$.

As for adjointable operators of Hilbert $C^*$-modules, one deduces from the definition the following simple properties. Let $x \in G$. Then for each $T \in \mathcal{M}(\mathcal{F}_x)$, the map $T^*$ is uniquely determined, $T^* \in \mathcal{M}(\mathcal{F}_{x^{-1}})$, and $T^{**} = T$. Moreover, each $T \in \mathcal{M}(\mathcal{F}_x)$ is fiberwise linear in the sense that $T(\kappa e + f) = \kappa Te + Tf$ for all $\kappa \in \mathbb{C}, e, f \in \mathcal{F}_y, y \in G^{s(x)}$. The restrictions $T_{s(x)} : \mathcal{F}_{s(x)} \to \mathcal{F}_x$ and $(T^*)_{x} : \mathcal{F}_x \to \mathcal{F}_{s(x)}$ are adjoint operators of Hilbert $C^*$-modules over $\mathcal{F}_{s(x)}$, and since $\mathcal{F}_y = [\mathcal{F}_{r(y)}\mathcal{F}_y]$ for each $y \in G^{s(x)}$, we have
the map $\mathcal{M}(\mathcal{F})_x \to \mathcal{L}(\mathcal{F}_{s(x)}, \mathcal{F}_x)$, $T \mapsto T_{s(x)}$, is a bijection. Clearly, we have a natural embedding $\mathcal{F}_x \hookrightarrow \mathcal{M}(\mathcal{F})_x$, where each $f \in \mathcal{F}$ acts as a multiplier via left multiplication.

For each $y \in G_{s(x)}$, we have $\mathcal{M}(\mathcal{F})_x \mathcal{M}(\mathcal{F})_y \subseteq \mathcal{M}(\mathcal{F})_{xy}$, and for each $f \in \mathcal{F}_x$, $z \in G_{r(x)}$, we let $fT := (T^* f^*)^\circ$.

**Definition 7.5.** For each $x \in G$, consider $\mathcal{M}(\mathcal{F})_x$ as a Banach space via the identification with $\mathcal{L}(\mathcal{F}_{s(x)}, \mathcal{F}_x)$. Let $\mathcal{M}(\mathcal{F}) = \coprod_{x \in G} \mathcal{M}(\mathcal{F})_x$ and denote by $\bar{p}: \mathcal{M}(\mathcal{F}) \to G$ the natural map. The strict topology on $\mathcal{M}(\mathcal{F})$ is the weakest topology that makes $\bar{p}$ and the maps $\mathcal{M}(\mathcal{F}) \to \mathcal{F}$ of the form $c \mapsto c \cdot d(s(\bar{p}(c)))$ and $c \mapsto d(r(\bar{p}(c))) \cdot c$ continuous for each $d \in \Gamma_c(\mathcal{F}_0)$. Denote by $\Gamma_c(\mathcal{M}(\mathcal{F}))$ the space of all sections that are strictly continuous, norm-bounded, and compactly supported.

**Remark 7.6.** The bundle $\mathcal{M}(\mathcal{F})$ satisfies all axioms of a Fell bundle except for the fact that it is no Banach bundle with respect to the strict topology unless $\mathcal{M}(\mathcal{F}) = \mathcal{F}$. Indeed, for each $u \in G^0$, the subspace topology on $\mathcal{M}(\mathcal{F})_u \cong \mathcal{L}(\mathcal{F}_u)$ is the strict topology and coincides with the norm topology only if $\mathcal{M}(\mathcal{F})_u = \mathcal{F}_u$.

Given $f \in \Gamma_c(\mathcal{M}(\mathcal{F}))$ and $g \in \Gamma_0(\mathcal{F}^0)$, define $fg, gf \in \Gamma_c(\mathcal{F})$ by $(fg)(x) = f(x)g(s(x))$, $(gf)(x) = g(r(x))f(x)$ for all $x \in G$ again.

**Lemma 7.7.**

(i) Let $c \in \Gamma_c(\mathcal{M}(\mathcal{F}))$ and $d \in \Gamma_c(\mathcal{F})$. Then there exists a section $cd \in \Gamma_c(\mathcal{F})$ such that $(cd)(x) = \int_{G_{s(x)}} c(y) d(y^{-1}x) d\lambda^{s(x)}(y)$ for all $x \in G$.

(ii) $\Gamma_c(\mathcal{M}(\mathcal{F}))$ carries a structure of a $\ast$-algebra such that $c^\ast(x) = c(x^{-1})^\ast$ and $(cd)(x)e = \int_{G_{s(x)}} c(y) d(y^{-1}x) e d\lambda^{r(x)}$ for all $c,d \in \Gamma_c(\mathcal{M}(\mathcal{F}))$, $x \in G$, $e \in \mathcal{F}_{s(x)}$.

(iii) There exists a $\ast$-homomorphism $L_{\mathcal{M}(\mathcal{F})}: \Gamma_c(\mathcal{M}(\mathcal{F})) \to M(C^\ast_c(\mathcal{F}))$ such that $L_{\mathcal{M}(\mathcal{F})}(c)L_{\mathcal{F}}(d) = L_{\mathcal{F}}(cd)$ for all $c \in \Gamma_c(\mathcal{M}(\mathcal{F})), d \in \Gamma_c(\mathcal{F})$.

(iv) $\Gamma_c(\mathcal{M}(\mathcal{F}))$ is closed under pointwise multiplication with elements of $C_c(G)$.

**Proof.** (i) Define $cd: G \to \mathcal{F}$ as above, and let $\epsilon > 0$. Using Lemma 7.3, we find a sequence $(g_n)_n$ in the span of $\Gamma_0(\mathcal{F}^0)\Gamma_c(\mathcal{F})$ that converges to $d$ in the inductive limit topology. Since $\Gamma_c(\mathcal{M}(\mathcal{F}))\Gamma_0(\mathcal{F}^0) \subseteq \Gamma_c(\mathcal{F})$, the map $h_n: x \mapsto \int_{G_{s(x)}} c(y) g_n(y^{-1}x) d\lambda^{r(x)}(y)$ lies in $\Gamma_c(\mathcal{F})$ for each $n$. Using the fact that $c$ has compact support and bounded norm, one easily concludes that $(h_n)_n$ converges in the inductive limit topology to $cd$ which therefore is in $\Gamma_c(\mathcal{F})$.

(ii) Note that $(cd)(x)$ is well defined because the map $y \mapsto d(y^{-1}x)e$ is in $\Gamma_c(\mathcal{F})$ and thus i) applies. Now, the assertion follows from standard arguments.

(iii) One easily sees that there exists a representation $L_{\mathcal{M}(\mathcal{F})}: \Gamma_c(\mathcal{M}(\mathcal{F})) \to \mathcal{L}(\mathcal{F}^0(\mathcal{F}))$ such that $L_{\mathcal{M}(\mathcal{F})}(c)d = cd$ for all $c \in \Gamma_c(\mathcal{M}(\mathcal{F})), d \in \Gamma_c(\mathcal{F})$, and that $L_{\mathcal{M}(\mathcal{F})}(c)L_{\mathcal{F}}(d)e = cde = L_{\mathcal{F}}(cd)e$ for all $c \in \Gamma_c(\mathcal{M}(\mathcal{F})), d \in \Gamma_c(\mathcal{F})$.

(iv) This follows immediately from the fact that $\Gamma_c(\mathcal{F})$ is closed under pointwise multiplication by elements of $C_c(G)$.

**7.3. Morphisms between Fell bundles.** Let $\mathcal{F}$ and $\mathcal{G}$ be Fell bundles on $G$.

**Definition 7.8.** A (fibrewise nondegenerate) morphism from $\mathcal{F}$ to $\mathcal{G}$ is a continuous map $T: \mathcal{F} \to \mathcal{M}(\mathcal{G})$ that satisfies the following conditions:

(i) for each $x \in G$, the map $T$ restricts to a linear map $T_x: \mathcal{F}_x \to \mathcal{M}(\mathcal{G})_x$;

(ii) $T(e_1)T(e_2) = T(e_1 e_2)$ and $T(e)^* = T(e^*)$ for all $(e_1, e_2) \in \mathcal{F}_{sp} \times_{sp} \mathcal{F}$, $e \in \mathcal{F}$.
(iii) $\mathcal{G}_x = \{T(F)\mathcal{G}_{s(x)}\} \text{ for each } x \in G^0$.

Let $T$ be a morphism from $\mathcal{F}$ to $\mathcal{G}$. Then $T_u : \mathcal{F}_u \to \mathcal{M}(\mathcal{G})_u$ is a nondegenerate $\ast$-homomorphism for each $u \in G^0$; in particular, $|T_u| \leq 1$. One easily concludes that $|T_x| \leq 1$ for each $x \in G$. Hence, the formula $f \mapsto T \circ f$ defines $\ast$-homomorphisms $T_\ast : \Gamma_c(\mathcal{F}) \to \Gamma_c(\mathcal{M}(\mathcal{G}))$ and $T_0^0 : \Gamma_0(\mathcal{F}^0) \to M(\Gamma_0(\mathcal{G}^0))$.

**Proposition 7.9.**

(i) $T_\ast^0 : \Gamma_0(\mathcal{F}^0) \to M(\Gamma_0(\mathcal{G}^0))$ is nondegenerate.

(ii) $T_\ast(\Gamma_c(\mathcal{F}))\Gamma_c(\mathcal{G}^0)$ is dense in $\Gamma_c(\mathcal{F})$.

(iii) $T_\ast$ extends to a nondegenerate $\ast$-homomorphism $T_\ast : C_\ast^c(\mathcal{F}) \to M(C_\ast^c(\mathcal{G}))$.

**Proof.** Assertions (i) and (ii) follow immediately from Lemma 7.2 and 7.7. Part (ii) and a straightforward calculation show that there exists a unique unitary $\Psi : \Gamma^2(\mathcal{F}, \lambda^{-1}) \otimes_{T_\ast^0} \Gamma_0(\mathcal{G}^0) \to \Gamma^2(\mathcal{G}, \lambda^{-1})$ such that $(\Psi(f \otimes g))(x) = T_\ast(f)g$ for all $f \in \Gamma_c(\mathcal{F})$, $g \in \Gamma_0(\mathcal{G}^0)$. The map $C_\ast^c(\mathcal{F}) \to \mathcal{L}(\Gamma^2(\mathcal{G}, \lambda^{-1}))$ given by $f \mapsto \Psi(f \otimes \text{id})\Psi^\ast$ is the desired extension. Lemma 7.3 and part (ii) imply that $[T_\ast(\Gamma_c(\mathcal{F}))\Gamma_c(\mathcal{G}^0)] = [T_\ast(\Gamma_c(\mathcal{F}))\Gamma_0(\mathcal{G}^0)\Gamma_c(\mathcal{G})] = [ \Gamma(\mathcal{G})\Gamma_c(\mathcal{G}) ] \in C_\ast^c(\mathcal{G})$. \hfill $\Box$

**8. From Fell bundles on $G$ to coactions of $C_\ast^c(G)$**

Let $G$ be a groupoid, $V$ the associated $C^\ast$-pseudo-multiplicative unitary, and $C_\ast^c(G)$ or, more precisely, $(\mathcal{A}, \Delta)$ the associated Hopf $C^\ast$-bimodule as in Section 5. We relate Fell bundles on $G$ to coactions of $C_\ast^c(G)$ as follows. Let $\mathcal{F}$ be an admissible Fell bundle $\mathcal{F}$ on $G$. We shall construct a coaction of $C_\ast^c(G)$ on $C_\ast^c(\mathcal{F})$ which is unitarily implemented by a representation of $V$, and identify the reduced crossed product of this coaction with the reduced $C^\ast$-algebra of another Fell bundle. Finally, we show that this construction is functorial.

A representation of the unitary $V$ is a $C^\ast$-$(b, b^1)$-module $\gamma K^c_\delta$ together with a unitary $X : K^c_\delta \otimes_A b \to K^c_\delta \otimes_B b$ that satisfies $X(\gamma \triangleleft \alpha) = \gamma \triangleright \alpha$, $X(\delta \triangleright \theta) = \tilde{\delta} \triangleright \theta$, $X(\tilde{\delta} \triangleright \tilde{\theta}) = \gamma \triangleright \tilde{\beta}$, and $X_{12}X_{13}V_{23} = V_{23}X_{12}$; see §4 in [28]. We construct a coaction out of such a representation as follows.

**Lemma 8.1.** Let $(\gamma, K^c_\delta, X)$ be a representation of $V$, let $C^\gamma_K$ be a $C^\ast$-$b$-algebra such that $[\gamma, p_{\beta}(\mathbb{B})] = 0$, define $\delta : C \to \mathcal{L}(K^c_\delta \otimes_A b)$ by $c \mapsto X(c \otimes \text{id})X^\ast$, and assume that $[\delta(C)]\gamma_1 A \subseteq [\gamma]^{-1} A$ and $[\delta(C)]\gamma_2 b \subseteq [\beta]_{\Delta} C$. Then $\delta$ is injective, a morphism from $(K^c, C)$ to $(K^c_\delta \otimes \Delta b, C^\ast_\delta A)$, and a coaction of $(\mathcal{A}, \Delta)$ on $C^\gamma_K$. If the inclusions above are equalities, then $\delta$ is left- or right-full, respectively.

**Proof.** Evidently, $\delta$ is injective. It is a morphism of $C^\ast$-$b$-algebras because $X[\gamma_\gamma_\gamma_{\gamma} c] = \delta(c)X[\gamma_\gamma_\gamma_{\gamma} \gamma_{\gamma} c] = \delta(c)X[\gamma_{\gamma} \gamma_{\gamma} c] = \delta(c)[\gamma_{\gamma} \gamma_{\gamma} c] = [\gamma_{\gamma} \gamma_{\gamma} \gamma_{\gamma} c] = \gamma$. Finally, for each $c \in C$,

$$(\delta \ast \text{id})(\delta(c)) = X_{12}X_{13}cX_{13}X_{12}^\ast = X_{12}X_{13}V_{23}cX_{13}X_{12}^\ast X_{12}^\ast = V_{23}X_{12}cX_{12}^\ast V_{23}^\ast = (\text{id} \ast \Delta)(\delta(c)),$$

where $c_1$ denotes $c$ acting on the first factor of an iterated relative tensor product. \hfill $\Box$
8.1. The representation of \( V \) associated to \( \mathcal{F} \). Denote by \( \mathcal{W} = \mathcal{W}(\Gamma_0(\mathcal{F}^0)) \) the set of all \( C_0(\mathcal{G}^0) \)-weights on \( \Gamma_0(\mathcal{F}^0) \) and let \( \phi \in \mathcal{W} \).

**Lemma 8.2.** Let \( c, d \in \Gamma_\phi(\mathcal{F}) \). Then the map \( x \mapsto \phi_{s(x)}(c(x)^*d(x)) \) lies in \( C_c(\mathcal{G}) \).

**Proof.** The function \( G \to s^*\mathcal{F}^0 \) given by \( x \mapsto c(x)^*d(x) \) is continuous and has compact support, and the composition \( h : x \mapsto \phi_{s(x)}(c(x)^*d(x)) \) is continuous because the map \( \mathcal{F}^0 \to \mathbb{C} \) given by \( f \mapsto \phi_{s(f)}(f) \) is continuous. \( \square \)

Define Hilbert \( C^*-C_0(\mathcal{G}^0) \)-modules \( \Gamma^2(\mathcal{F}, \lambda; \phi) \), \( \Gamma^2(\mathcal{F}, \lambda^{-1}; \phi) \) and a Hilbert space \( K_\phi = \Gamma^2(\mathcal{F}, \nu; \phi) \) as the respective completions of \( \Gamma_c(\mathcal{F}) \), where for all \( c, d \in \Gamma_c(\mathcal{F}) \), \( f \in C_0(\mathcal{G}^0) \), the inner product \( \langle c|d \rangle \) and the product \( cf \) are given by

\[
\begin{align*}
\langle c|d \rangle &= \int_{G_\phi} \phi_{s(x)}(c(x)^*d(x)) \, d\lambda^\nu(x), \quad y \mapsto c(y) f(r(y)) \quad \text{ in case of } \Gamma^2(\mathcal{F}, \lambda; \phi), \\
\langle c|d \rangle &= \int_{G_\phi} \phi_{s(x)}(c(x)^*d(x)) \, d\lambda^{-1}(x), \quad y \mapsto c(y) f(s(y)) \quad \text{ in case of } \Gamma^2(\mathcal{F}, \lambda^{-1}; \phi), \\
\langle c|d \rangle &= \int_G \phi_{s(x)}(c(x)^*d(x)) \, d\nu(x) \quad \text{ in case of } \Gamma^2(\mathcal{F}, \nu; \phi).
\end{align*}
\]

**Lemma 8.3.** \( \langle E|E \rangle = [\phi(\Gamma_0(\mathcal{F}^0))] \) for \( E \in \{ \Gamma^2(\mathcal{F}, \lambda; \phi), \Gamma^2(\mathcal{F}, \lambda^{-1}; \phi) \} \).

**Proof.** Assume that \( (\phi(c^*c))(u) \neq 0 \) for some \( c \in \Gamma_c(\mathcal{F}^0), u \in \mathcal{G}^0 \). Choose \( d \in \Gamma_c(\mathcal{F}) \) such that \( d|\mathcal{G}^0 = c \). Then the function on \( G \) given by \( x \mapsto \phi_{s(x)}(d(x)^*d(x)) \) is non-negative and nonzero at \( u \), whence \( \langle d|E E \rangle \neq 0 \). Now, the assertion follows because \( \langle E|E \rangle \) and \( [\phi(\Gamma_0(\mathcal{F}^0))] \) are closed ideals in \( C_0(\mathcal{G}^0) \). \( \square \)

Let \( K = \bigoplus_{\phi \in \mathcal{W}} K_\phi \) and identify each \( K_\phi \) with a subspace of \( K \). Given \( c \in \Gamma_c(\mathcal{F}) \) and \( f \in C_0(\mathcal{G}^0) \), define \( fc, cf, cD^{-1/2} \in \Gamma_c(\mathcal{F}) \) by

\[
fc : x \mapsto f(r(x)) c(x), \quad cf : x \mapsto c(x) f(s(x)), \quad cD^{-1/2} : x \mapsto c(x) D^{-1/2}(x).
\]

Let \( \phi \in \mathcal{W} \). Straightforward calculations show that there exist maps

\[
\begin{align*}
\hat{j}_\phi : \Gamma^2(\mathcal{F}, \lambda; \phi) &\to \mathcal{L}(\mathcal{K}, K_\phi) \quad \text{ and } \quad \hat{j}_\phi : \Gamma^2(\mathcal{F}, \lambda^{-1}; \phi) \to \mathcal{L}(\mathcal{K}, K_\phi)
\end{align*}
\]

such that \( \hat{j}_\phi(c) f = fc \) and \( \hat{j}_\phi(c) f = (c D^{-1/2}) f \) for all \( c \in \Gamma_c(\mathcal{F}), f \in C_c(\mathcal{G}^0) \), and

\[
\hat{j}_\phi(c) \hat{j}_\phi(d) = \langle c|d \rangle_{\Gamma^2(\mathcal{F}, \lambda; \phi)}, \quad \hat{j}_\phi(c) \hat{j}_\phi(d) = \langle c|d \rangle_{\Gamma^2(\mathcal{F}, \lambda^{-1}; \phi)} \quad \text{for all } c, d \in \Gamma_c(\mathcal{F}).
\]

Denote by \( \gamma \subseteq \mathcal{L}(\mathcal{K}, K) \) and \( \delta \subseteq \mathcal{L}(\mathcal{K}, K) \) the closed linear span of all subspaces \( \hat{j}_\phi(\Gamma^2(\mathcal{F}, \lambda; \phi)) \) and \( \hat{j}_\phi(\Gamma^2(\mathcal{F}, \lambda^{-1}; \phi)) \), respectively, where \( \phi \in \mathcal{W} \). Lemmas 6.4 and 8.3 imply:

**Lemma 8.4.** \( \gamma K_\delta \) is a \( C^*-\{b, b^1\} \)-module, and for all \( f \in C_0(\mathcal{G}^0) \) and \( (c \phi)_0 \in \bigoplus_\phi \Gamma_c(\mathcal{F}) \subseteq K \), we have \( \rho^1_s(f)(c \phi)_0 = (fc \phi)_0 \) and \( \rho^2_s(f)(c \phi)_0 = (c \phi f)_0 \). \( \square \)

For \( t = s, r \), denote by \( p^{(t)}_r : G_t \times_r G \to G \) the projection onto the first component, by \( \mathcal{F}^{2}_t = (p^{(t)}_r)^* \mathcal{F} \) the corresponding pull-back of \( \mathcal{F} \), and by \( \Gamma^2(\mathcal{F}^{2}_t, \nu^2_t; \phi) \) the Hilbert space that is the completion of \( \Gamma_c(\mathcal{F}^{2}_t) \) with respect to the inner product

\[
\langle c|d \rangle = \int_{G_t \times_r G} \phi_{s(x)}(c(x, y)^* d(x, y)) \, d
\]

\[
\nu^2_t(x, y).
\]
Straightforward calculations show that there exist unitaries
\[ \Phi : K_{\mathcal{F}_s \otimes \mathcal{H}} \to \bigoplus_{\phi \in W} \Gamma^2(\mathcal{F}_{s,r}, \nu_{s,r}^2; \phi), \quad \Psi : K_{\mathcal{F}_r \otimes \mathcal{H}} \to \bigoplus_{\phi \in W} \Gamma^2(\mathcal{F}_{r,r}, \nu_{r,r}^2; \phi), \]
such that for all \( \phi \in W, c \in \Gamma_c(\mathcal{F}), f \in C_c(G^0), g \in C_c(G), \)
\[ \Phi(\hat{j}_\phi(c) \otimes f \otimes j(g)) \in \Gamma^2(\mathcal{F}_{s,r}, \nu_{s,r}^2; \phi) \text{ is given by } (x,y) \mapsto ((cD^{-1/2} f)(x)g(y), \]
\[ \Psi(\hat{j}_\phi(c) \otimes f \otimes j(g)) \in \Gamma^2(\mathcal{F}_{r,r}, \nu_{r,r}^2; \phi) \text{ is given by } (x,y) \mapsto (f c(x)g(y). \]

We shall use the isomorphisms above without further notice. If \((T_\phi)_\phi\) is a norm-bounded family of operators between Hilbert spaces \((H^1_\phi)_\phi\) and \((H^2_\phi)_\phi\), we denote by \(\bigoplus_\phi T_\phi \in \mathcal{L}(\bigoplus_\phi H^1_\phi, \bigoplus_\phi H^2_\phi)\) the operator given by \((\xi_\phi)_\phi \mapsto (T_\phi \xi_\phi)_\phi\). Similar arguments as those used for the construction of \(V\) in Theorem 2.5 in [29] show:

**Proposition 8.5.** If \(\phi \in W\), then exists a unitary \(X_\phi : \Gamma^2(\mathcal{F}_{s,r}, \nu_{s,r}^2; \phi) \to \Gamma^2(\mathcal{F}_{s,r}, \nu_{s,r}^2; \phi)\) such that \((X_\phi f)(x,y) = f(x,x^{-1}y)\) for all \(f \in \Gamma_c(\mathcal{F}_{s,r}), (x,y) \in \mathcal{G}_r \times \mathcal{G}_r\), and the pair \((\gamma K_\beta, \bigoplus_\phi X_\phi)\) is a representation of \(V\).

**8.2. The coaction of \(C^*_r(G)\) on \(C^*_r(\mathcal{F})\).** We apply Lemma 8.1 to the representation \((\gamma K_\beta, X\gamma)\) and obtain a coaction of \(C^*_r(G)\) on \(C^*_r(\mathcal{F})\) as follows.

**Lemma 8.6.** Let \(\phi \in W\). There exists a representation \(\pi_\phi : C^*_r(\mathcal{F}) \to \mathcal{L}(K_\phi)\) such that for all \(c, d \in \Gamma_c(\mathcal{F}), x \in \mathcal{G}_r\),
\[ (\pi_\phi(c)d)(x) = \int_{\mathcal{G}_r(x)} c(z) d(z^{-1}x) D^{-1/2}(z) \lambda^{r(x)}(z) \]
and \(\pi_\phi(c)\hat{j}_\phi(d) = \hat{j}_\phi(cd)\) and \(\pi_\phi(c)\rho_r(f) = \pi_\phi(cf)\) for all \(c, d \in \Gamma_c(\mathcal{F}), f \in C_0(G^0)\).

**Proof.** Identify \(\Gamma^2(\mathcal{F}, \lambda^{-1} \otimes \phi L^2(G^0, \mu)\) with \(K_\phi\) via \(c \otimes f \mapsto \hat{j}_\phi(c)f\) for all \(c \in \Gamma_c(\mathcal{F}), f \in C_c(G^0)\), and define \(\pi_\phi\) by \(c \mapsto c \otimes \phi\) id. Define \(\pi : C^*_r(\mathcal{F}) \to \mathcal{L}(K)\) by \(c \mapsto \bigoplus_\phi \pi_\phi(c)\). Lemmas 6.4 and 8.6 imply:

**Lemma 8.7.** The representation \(\pi\) is faithful, \(\pi(C^*_r(\mathcal{F})) K^c\) is a \(C^*\)-b-algebra and one has \([\pi(C^*_r(\mathcal{F}))^c]\hat{\phi} = \hat{\phi}\).

Define \(\delta : \pi(C^*_r(\mathcal{F})) \to \mathcal{L}(K_{\mathcal{F}_s \otimes \mathcal{H}})\) by \(\pi(c) \mapsto X(\pi(c) \otimes \text{id}) X^\ast\). Let \(\phi \in C^*_r(\mathcal{F})\). Then \(\delta(\pi(c)) = \bigoplus_\phi \delta(\pi(c))_\phi\) and each \(\delta(\pi(c))_\phi \in \mathcal{L}(\Gamma^2(\mathcal{F}_{s,r}, \nu_{s,r}^2; \phi))\) acts as follows.

**Lemma 8.8.** For all \(c \in \Gamma_c(\mathcal{F}), \phi \in W, d \in \Gamma_c(\mathcal{F}_{r,r}), (x,y) \in \mathcal{G}_r \times \mathcal{G}_r\),
\[ (\delta(\pi(c))d)(x, y) = \int_{\mathcal{G}_r(x)} c(z) d(z^{-1}x, z^{-1}y) D^{-1/2}(z) \lambda^{r(x)}(z) \]

**Proof.** The verification is straightforward and similar to the calculation of the comultiplication \(\Delta\) on \(C^*_r(G)\); see §3.4 in [29].

**Theorem 8.9.** \((\pi(C^*_r(\mathcal{F})) K^c, \delta)\) is a very fine and left-full coaction of \(C^*_r(G)\).

The proof involves the following two lemmas.
Lemma 8.10. Let \( \phi \in \mathcal{W} \). Then there exist maps

\[
T_\phi : \Gamma_2(F_{r,r}) \rightarrow \mathcal{L}(K_\phi, \Gamma^2(F_{r,r}, \nu_{r,r}^2; \phi)), S_\phi : \Gamma_2(F_{r,r}) \rightarrow \mathcal{L}(H, \Gamma^2(F_{r,r}, \nu_{r,r}^2; \phi))
\]

that are continuous with respect to the inductive topology on \( \Gamma_2(F_{r,r}) \) and the operator norm, respectively, such that for all \( c \in \Gamma_2(F_{r,r}) \), \( d \in \Gamma_2(F) \), \( f \in C_c(G) \), \( (x,y) \in G \times rG \),

\[
(T_\phi(c)d)(x,y) = \int_{G^{(x)}} c(z,y)d(z^{-1}x)\lambda^{r(x)}(z),
\]

\[
(S_\phi(c)f)(x,y) = \int_{G^{(y)}} c(x,z)f(z^{-1}y)\lambda^{r(y)}(z).
\]

Proof. Let \( c, d, T_\phi(c)d \) as above. Then

\[
|T_\phi(c)d|^2 = \int_G \int_{G^{(x)}} \int_{G^{(x)}} \int_{G^{(z)}} \phi_{[x]}(d(z^{-1}x)^*c(z_1, y)^*c(z_2, y)d(z_2^{-1}x)) \cdot D^{-1/2}(z_1)D^{-1/2}(z_2)\lambda^{r(x)}(z_1)\lambda^{r(x)}(z_2)\,d\nu(x).
\]

We substitute \( x' = z_1^{-1}x, z = z_2^{-1}z_2 \), use the relations \( D(z_2) = D(z_1)D(z) \) and

\[
D^{-1}(z_1)\lambda^{r(x)}(z_1)\,d\nu(x) = D^{-1}(z_1)\lambda^{r(x)}(z_1)\,d\nu(z_1) = \lambda^{r(z_1)}(z_1)\,d\nu(z_1),
\]

and find

\[
|T_\phi(c)d| = \int_G \int_{G^{(x')}} \int_{G^{(x')}} \int_{G^{(z)}} \phi_{[x']}(d(x')^*c(z_1, y)^*c(z_1, z, y)d(z^{-1}x')) \cdot D^{-1/2}(z)\lambda^{r(z')}(z)\lambda^{r(z')}(z)\,d\nu(z') = \int_G \int_{G^{(x')}} \phi_{[x']}(d(x')R_c(z)\lambda^{r(z')}(z)\,d\nu(x') = \langle d|\pi_\phi(R_c)d\rangle K_\phi,
\]

where \( R_c \in \Gamma_2(F) \) is given by

\[
R_c(z) = \int_{G^{(x)}} \int_{G^{(z)}} c(z_1, y)^*c(z_1, z, y)\lambda^{r(z)}(y)\lambda^{-1}(z) \quad \text{for all} \quad z \in G.
\]

Hence, \( T_\phi(c) \) extends to a bounded linear operator of norm \( |T_\phi(c)| \leq |\pi_\phi(R_c)| \). If \( (c_n) \) is a sequence in \( \Gamma_2(F_{r,r}) \) converging to \( c \) in the inductive limit topology, then the functionals \( R_{(c-c_n)} \) defined similarly as \( R_c \) converge to 0 in the inductive limit topology and hence \( |T_\phi(c-c_n)| \leq |\pi_\phi(R_{(c-c_n)})| \) converges to 0.

The proof of the assertion concerning \( S_\phi \) is very similar. \qed

Given \( c, d \in \Gamma_2(F) \) and \( f \in C_c(G) \), define \( \omega_{c,d,f} \in \Gamma_2(F_{r,r}) \) by

\[
(x, y) \mapsto \int_{G^{(x)}} c(z)d(z^{-1}x)f(z^{-1}y)\lambda^{r(x)}(z).
\]

Lemma 8.11. The linear span of all elements \( \omega_{c,d,f} \) as above is dense in \( \Gamma_2(F_{r,r}) \) with respect to the inductive limit topology.
Proof. Let \((x, y) \in G_r \times_r G\), \(e \in \mathcal{F}_z\), let \(C \subseteq G_r \times_r G\) be a compact neighbourhood of \((x, y)\), and let \(\epsilon > 0\). Since \([\mathcal{F}_z, \mathcal{F}_r] = \mathcal{F}_z\), we can choose \(c', d' \in \Gamma_c(\mathcal{F})\) such that \(|c'(z) d'(z^{-1} x) - e| < \epsilon\) for all \(z\) in some neighbourhood of \(r(x)\) in \(G_{r(x)}\). Next, we can choose \(h_c, h_d, f \in C_c(G)\) such that the elements \(c, d \in \Gamma_c(\mathcal{F})\) given by \(c(z) = c'(z) h_c(z)\) and \(d(z) = d'(z) h_d(z)\) for all \(z \in G\) satisfy \(|\omega_{c, d, f}(x, y) - e| < \epsilon\) and \(\text{supp} \, \omega_{c, d, f} \subseteq C\). A standard partition of unity argument concludes the proof.

Proof of Theorem 8.9. We show that Lemma 8.1 applies. Let \(\phi \in \mathcal{W}\), \(c, d \in \Gamma_c(\mathcal{F})\), \(f, g \in C_c(G)\). Define \(e_1, e_2, e_3, e_4 \in \Gamma^2(\mathcal{F}_r^{2, \mathcal{F}_r}, \nu^{2, \mathcal{F}_r}; \phi)\) and \(\omega_1, \omega_2, \omega_3, \omega_4 \in \Gamma_c(\mathcal{F}_r^{2, \mathcal{F}_r})\) by

\[
\begin{align*}
e_1 &= \delta(\pi(c)\phi) j(f)_{2d}, & \omega_1(z, y) &= c(z)f(z^{-1} y) \text{ for all } (z, y) \in G_r \times_r G, \\
e_2 &= | j(f)_{2}\pi_\phi(c)| d, & \omega_2(z, y) &= c(z)f(y) \text{ for all } (z, y) \in G_r \times_r G, \\
e_3 &= | j_\phi(c)_1 L(f)| g, & \omega_3(x, z) &= c(x)f(z) \text{ for all } (x, z) \in G_r \times_r G, \\
e_4 &= \delta(\pi(c)\phi) j_\phi(d)_{1} L(f)|, & \omega_4 &= \omega_{c, d, f}.
\end{align*}
\]

Using Lemma 8.8, we find that for all \((x, y) \in G_r \times_r G\),

\[
\begin{align*}
e_1(x, y) &= \int_{G_{\gamma(x)}} c(z) D^{-1/2}(z) d(z^{-1} x) f(z^{-1} y) \, d\lambda^{r(x)}(z) = (T_{\phi}(\omega_1))d(x, y), \\
e_2(x, y) &= \int_{G_{\gamma(y)}} c(z) d(z^{-1} x) D^{-1/2}(z) \, d\lambda^{r(x)}(z) f(y) = (T_{\phi}(\omega_2))d(x, y), \\
e_3(x, y) &= c(x) \int_{G_{\gamma(y)}} f(z) D^{-1/2}(z) g(z^{-1} y) \, d\lambda^{r(y)}(z) = (S_{\phi}(\omega_3))g(x, y), \\
e_4(x, y) &= \int_{G_{\gamma(x)}} c(z_1) D^{-1/2}(z_1) d(z_1^{-1} x) (L(f)g)(z_1^{-1} y) \, d\lambda^{r(x)}(z_1) \\
&\quad = \int_{G_{\gamma(x)}} \int_{G_{\gamma(z_1)}} c(z_1) D^{-1/2}(z_1) d(z_1^{-1} x) f(z_2) \cdot \\
&\quad \quad \cdot D^{-1/2}(z_2) g(z_2^{-1} z_1^{-1} y) \, d\lambda^{r(z_1)}(z_2) \, d\lambda^{r(x)}(z_1) \\
&\quad = \int_{G_{\gamma(x)}} \int_{G_{\gamma(z_1)}} c(z_1) d(z_1^{-1} x) f(z_1^{-1} z_2) \cdot \\
&\quad \quad \cdot D^{-1/2}(z_2) g(z_2^{-1} y) \, d\lambda^{r(x)}(z_2) \, d\lambda^{r(x)}(z_1) \\
&\quad = (S_{\phi}(\omega_{c, d, f}))g(x, y).
\end{align*}
\]

By Lemmas 7.2 and 8.11, sections of the form like \(\omega_1, \omega_2, \omega_3\) or \(\omega_4\), respectively, are linearly dense in \(\Gamma_c(\mathcal{F}_r^{2, \mathcal{F}_r})\). Therefore, \([\delta(\pi(C_{r}^a(\mathcal{F})))\phi])_{\mathcal{W}}[\omega_2] = [T_{\phi}(\Gamma_c(\mathcal{F}_r^{2, \mathcal{F}_r}))] = [\omega_2]_{\mathcal{W}}\pi_{\phi}(C_{r}^a(\mathcal{F}))\] and similarly \([\delta(\pi(C_{r}^a(\mathcal{F})))\phi])_{\mathcal{W}}[\omega_1] = [T_{\phi}(\Gamma_c(\mathcal{F}_r^{2, \mathcal{F}_r}))] = [\omega_1]_{\mathcal{W}}\pi_{\phi}(C_{r}^a(\mathcal{F})).\]

Given \(g, g' \in C_c(G)\), define \(h_{g, g'} \in C_c(G)\) by

\[
(8.1) \quad h_{g, g'}(z) = \int_{G_{\gamma(x)}} \overline{g(y)} g'(z^{-1} y) \, d\lambda^{r(z)}(y) \quad \text{for all } z \in G.
\]

Lemma 8.12. Let \(c \in \Gamma_c(\mathcal{F})\), \(g, g' \in C_c(G)\). Then \(\langle j(g') \rangle_{2} \delta(\pi(c)\phi) j(g)_{2} = \pi_{\phi}(c')\), where \(c'(x) = c(x) h_{g, g'}(x)\) for all \(x \in G\).
Proof. The operators on both sides map each \( d \in \Gamma_c(\mathcal{F}) \) to the section

\[
x \mapsto \int_{G(x)} \int_{G(x)} g(y) c(z) d\lambda x^{-1} zx D^{-1/2}(z) d\lambda x^{-1} y.
\]

8.3. The reduced crossed product of the coaction. The bundle \( \mathcal{F}_{s,r}^2 \) carries the structure of a Fell bundle, and the reduced crossed product \( \pi(C^*_r(\mathcal{F})) \rtimes_r C_\theta(G) \) for the coaction \( \delta \) constructed above can be identified with \( C^*_r(\mathcal{F}_{s,r}^2) \) as follows.

Denote by \( G \ltimes G \) the transformation groupoid for the action of \( G \) on itself given by right multiplication. Thus, \( G \ltimes G = G_s \times_r G \) as a set, \( (G \ltimes G)^0 = \bigcup_u G^u \) can be identified with \( G \) via \( (r(y), y) \equiv y \), the range map \( \tilde{r} \), the source map \( \tilde{s} \), and the multiplication are given by \( (x, y) \mapsto xy \), \( (x, y) \mapsto y \), and \( ((x, y), (x', y')) \mapsto (xx', y') \), respectively, and the topology on \( G \ltimes G \) is the weakest topology that makes \( \tilde{r}, \tilde{s} \) and the map \( (x, y) \mapsto x \) continuous. We equip \( G \ltimes G \) with the right Haar system \( \tilde{\lambda}^{-1} \) given by

\[
\tilde{\lambda}^{-1}([C \times \{ y \}]) = \lambda^{-1}([y]) \quad \text{for all} \quad C \subseteq G_{r(y)}, \; y \in G.
\]

The bundle \( \mathcal{F}_{s,r}^2 \) is a Fell bundle on \( G \ltimes G \) with respect to the multiplication and involution given by \( ((f, y), (f', y')) \mapsto (ff', y') \) and \( (f, y) \mapsto (f^*, p(f)y) \). The convolution product in \( \Gamma_c(\mathcal{F}_{s,r}^2) \) is given by

\[
(cd)(x, y) = \int_{G(x)} c(x z^{-1}, zy) d(z) \lambda_{r(y)}^{-1}(z)
\]
for all \( c, d \in \Gamma_c(\mathcal{F}_{s,r}^2) \), \( (x, y) \in G_s \times_r G \), because \( (G \ltimes G)^0 \subseteq G_{r(y)} \times \{ y \} \) and \( (x, y)(z, y)^{-1} = (x z^{-1}, zy) \) for all \( z \in G_{r(y)} \).

Proposition 8.13. There exists a unique isomorphism \( \pi(C^*_r(\mathcal{F})) \rtimes_r C_\theta(G) \rightarrow C^*_r(\mathcal{F}_{s,r}^2) \) such that \( \delta(\pi(c))(1 \otimes f) \mapsto L_{\mathcal{F}_{s,r}^2}(d) \) whenever \( c \in \Gamma_c(\mathcal{F}) \), \( f \in C_c(G) \), and \( d(x, y) = c(x)f(y) \) for all \( (x, y) \in G_s \times_r G \).

Let \( \phi \in \mathcal{W} \). Then the map \( r^*\phi : \Gamma_0(\mathcal{F}_{s,r}^2)^0 \rightarrow C_\theta(G) \) given by \( (r^*\phi)(y) = \phi(\tilde{r}(y)d(\tilde{r}(y), y)) \) for all \( c \in \Gamma_0(\mathcal{F}_{s,r}^2)^0 \) and \( y \in G \) is a \( C_\theta(G) \)-weight. One easily verifies that there exists a representation \( L_{r^*\phi} : C^*_r(\mathcal{F}_{s,r}^2) \rightarrow \mathcal{L}(\Gamma^2(\mathcal{F}_{s,r}^2, \tilde{\lambda}^{-1}; r^*\phi)) \) such that \( L_{r^*\phi}(c)d = cd \) for all \( c, d \in \Gamma_c(\mathcal{F}_{s,r}^2) \).

Lemma 8.14. (i) There exists a unique unitary \( U_\phi : \Gamma^2(\mathcal{F}_{s,r}^2, \tilde{\lambda}^{-1}; r^*\phi) \otimes H \rightarrow \Gamma^2(\mathcal{F}_{s,r}^2, \nu_{s,r}^2; \phi) \subseteq K^2 \otimes_o H \) such that \( (U_\phi(e \otimes g))(x, y) = e(x, y)g(y)D^{-1/2}(x) \)
\[
\text{for all} \quad e \in \Gamma_e(\mathcal{F}_{s,r}^2), \quad g \in C_c(G), \quad (x, y) \in G_s \times_r G.
\]

(ii) \( \delta(\pi(c))(1 \otimes f)X_\phi U_\phi = X_\phi U_\phi(L_{r^*\phi}(d) \otimes \text{id}) \) for all \( c, d, f \) as in Proposition 8.13.

Proof. (i) For all \( e, g \) as above,

\[
|U_\phi(e \otimes g)|^2 = \int_G \int_{G_{r(y)}} \phi(x)(e(x, y)^*e(x, y))|g(y)|^2 d\lambda^{-1}_{r(y)}(x) d\nu(y) = |e \otimes g|^2.
\]

(ii) Let \( c, d, e, f, g, (x, y) \) as above and \( \tilde{\Delta}(f)_\phi = X_\phi^*(1 \otimes f)X_\phi \). A short calculation shows that \( (\tilde{\Delta}(f)_\phi U_\phi(e \otimes g))(x, y) = f(xy)e(x, y)g(y)D^{-1/2}(x) \). Using (8.2), we find
that \( ((\pi_\phi(c) \otimes \text{id}) \Delta(f)_\phi U_\phi(e \otimes g))(x, y) \) is equal to
\[
\begin{align*}
\int_{G(x)} c(z) f(z^{-1} x, y) e(z^{-1} x, y) D^{-1/2}(z) D^{-1/2}(z y^{-1} x, y) \, d\lambda(x)(z) \\
= \int_{G(x)} c(xz^{-1}) f(z y) e(z, y) D^{-1/2}(z x, y) \, d\lambda(x)(z) \\
= \int_{G(x)} d(xz^{-1}, y) e(z, y) D^{-1/2}(z x, y) \, d\lambda(x)(z) = (U_\phi(d e \otimes g))(x, y).
\end{align*}
\]
So, \( \delta(\pi(c))(1 \otimes f) X_\phi U_\phi = X_\phi(\pi_\phi(c) \otimes \text{id}) \Delta(f)_\phi X_\phi U_\phi = X_\phi U_\phi(L_r \ast \phi(d) \otimes \text{id}) \).

**Proof of Proposition 8.13.** Consider the \( * \)-homomorphism
\[
\Phi : C_r^a(\mathcal{F}_{s, r}^2) \to \mathcal{L}(K \otimes H), \quad L_{F_x, r}(d) \mapsto \bigoplus_{\phi \in \mathcal{V}} X_\phi U_\phi(L_r \ast \phi(d) \otimes \text{id}) U^*_\phi X^*_\phi.
\]
By part (ii) of the lemma above, \( \Phi(C_r^a(\mathcal{F}_{s, r}^2)) \) contains \( \delta(\pi(C_r^a(\mathcal{F}))(1 \otimes \text{id})) \) is injective because the map \( a \mapsto \bigoplus_{\phi} a \otimes \text{id} \) is continuous with respect to the inductive limit topology on \( \Gamma_c(\mathcal{F}_{s, r}^2) \) and sections of the form \( (x, y) \mapsto c(x) f(y) \), where \( c \in \Gamma_c(\mathcal{F}) \), \( f \in C_\text{c}(G) \), are dense in \( \Gamma_c(\mathcal{F}_{s, r}^2) \) by Lemma 7.2. Finally, Lemma 6.4 implies that \( [\bigcap_{\phi} \ker \ast \phi] = 0 \), and therefore \( \Phi \) is injective.

**Proposition 8.15.** If \( \mathcal{F} \) is saturated, then \( C_r^a(\mathcal{F}_{s, r}^2) \cong K(\Gamma^2(\mathcal{F}, \lambda^{-1})) \).

**Proof.** To simplify notation, let \( \Gamma = \Gamma^2(\mathcal{F}, \lambda^{-1}) \), \( \hat{\Gamma} = \hat{\Gamma}^2(\mathcal{F}_{s, r}^2, \lambda^{-1}) \), \( \Gamma_0 = \Gamma_0(\mathcal{F}_{s, r}^2) \). There exists a unitary \( \Psi : \Gamma \otimes \ast C_\text{c}(G) \to \hat{\Gamma} \) such that \( (\Psi(c \otimes f))(x, y) = c(x y) f(y) \) for all \( c \in \Gamma_c(\mathcal{F}) \), \( f \in C_\text{c}(G) \), \( (x, y) \in G_x \times G_y \), because
\[
\langle \Psi(c \otimes f), \Psi(c' \otimes f') \rangle(\Gamma_r(y)) = \int_{G_r(y)} c(x) c'(x) \, d\lambda^{-1}(x) f(y) f'(y) = \langle \Psi(c \otimes f), c' \otimes f' \rangle(y)
\]
for all \( c, c' \in \Gamma_c(\mathcal{F}) \), \( f, f' \in C_\text{c}(G) \), \( y \in G \) by right-invariance of \( \lambda^{-1} \). The \( * \)-homomorphism \( \Phi : \mathcal{K}(\Gamma^2) \to \mathcal{L}(\hat{\Gamma}) \) given by \( k \mapsto \Psi(k \otimes \ast \text{id}) \Psi^* \) is injective because \( s^* : C_\text{c}(G^0) \to \mathcal{L}(C_\text{c}(G)) \) is injective, and the claim follows once we have shown that \( \Phi(\mathcal{K}(\Gamma^2)) = C_r^a(\mathcal{F}_{s, r}^2) \). Let \( d, d' \in \Gamma_c(\mathcal{F}) \) and denote by \( [d \langle d' | e] \in \mathcal{K}(\Gamma^2) \) the operator given by \( e \mapsto d \langle d' | e \). Then for all \( c, f, x, y \) as above,
\[
(\Psi([d \langle d' | c \otimes f]))(x, y) = \int_{G_r(y)} d(x y) d'(z) e(z) f(y) \, d\lambda^{-1}(z) = \int_{G_r(y)} d(x y) d'(z) (\Psi(c \otimes f))(zy^{-1}, y) \, d\lambda^{-1}(z) = \int_{G_r(y)} d(x y) d'(z y) e(z, y) \, d\lambda^{-1}(z) = \int_{G_r(y)} d(x y) d'(z y) (\Psi(c \otimes f))(z', y) \, d\lambda^{-1}(z').
\]
Comparing with equation (8.2), we find that $\Psi_p|\Psi_q|\Psi_{p|q} = L_{F^2_{s,r}}(e)$, where $e \in \Gamma_c(F^2_{s,r})$ is given by $e(x^{-1}, yz) = d(xy)d'(zy)^*$, or equivalently, by $e(x', y') = d(x'y')d'(y')^*$ for all $(x', y') \in G_s \times G$. Since $F$ is saturated, Lemma 7.2 implies that sections of this form are dense in $\Gamma_c(F^2_{s,r})$ with respect to the inductive limit topology, and since the map $e \mapsto L_{F^2_{s,r}}(e)$ is continuous with respect to this topology, we can conclude that $\Phi(K(\Gamma^2)) = \Psi(K(\Gamma^2) \otimes \text{id})\Psi^* = C^*(F^2_{s,r})$.

**Corollary 8.16.** If $F$ is saturated, then $\pi(C^*(F)) \rtimes_r C_0(G)$ and $\Gamma_0(F^0)$ are Morita equivalent.

**Proof.** One easily verifies that $\Gamma^2(F, \lambda^{-1})$ is full. □

**Example 8.17.** Let $\sigma$ be an action of $G$ on an admissible $C_0(G)$-algebra $C$ and let $\delta_\sigma$ be the corresponding coaction of $C_0(G)$ on $F$ (Proposition 6.10). Then there exists an admissible Fell bundle $C$ on $G$ with fibre $C_x = C_r(x)$ for each $x \in G$, continuous sections $\Gamma_0(C) = r^*C$, and multiplication and involution given by $cd = c\sigma_x(d)$, $c^* = \sigma_{x^{-1}}(c^*)$ for all $c \in C_x$, $d \in C_y$, $(x, y) \in G_s \times G$ [15], and the identity on $\Gamma_c(C) = C_r(G)r^*C$ extends to an isomorphism $C^*(C) \rightarrow C \rtimes_r G$. One easily verifies that with respect to the isomorphism $\pi(C^*(C)) \cong C^*(\Gamma) \cong C \rtimes_r G \cong FC \rtimes_r C^*_r(G)$ of Proposition 6.14, the coaction of Theorem 8.9 coincides with the dual coaction on $FC \rtimes_r C^*_r(G)$. Moreover, the Fell bundle $C$ is saturated and $C^*_r(G) \rtimes_r C_0(G) \cong FC \rtimes_r C^*_r(G) \rtimes_r C_0(G)$ is Morita equivalent to $\Gamma_0(C_0) \cong C$, as we already know by Theorem 4.11.

**Remark 8.18.** The Fell bundle $F$ can be equipped with the structure of an $F^2_{s,r}$-equivalence in the sense of [19] in a straightforward way.

### 8.4. Functoriality of the construction.

Let $G$, $F$ be admissible Fell bundles on $G$ with associated representations $((K_G, \gamma_G, \tilde{\delta}_G), X_G)$, $((K_F, \gamma_F, \tilde{\delta}_F), X_F)$ and coactions $(\pi_G(C^*_r(G)))_{K_G}^{\rho_G}, \delta_G)$, $(\pi_F(C^*_r(F)))_{K_F}^{\rho_F}, \delta_F)$, and let $T$ be a morphism from $G$ to $F$.

**Proposition 8.19.** There exists a unique morphism $\tilde{T}_\sigma$ from $(\pi_G(C^*_r(G)))_{K_G}^{\rho_G}, \delta_G)$ to $(\pi_F(C^*_r(F)))_{K_F}^{\rho_F}, \delta_F)$ that satisfies $\tilde{T}_\sigma(\pi_G(a)) = \pi_F(\tilde{T}_\sigma(a))$ for all $a \in \Gamma_c(G)$.

The proof involves the following construction.

**Lemma 8.20.** Let $\phi \in \mathcal{W}(\Gamma_0(F^0))$, $f \in \Gamma_0(F^0)$ and define $\psi \in \mathcal{W}(\Gamma_0(G^0))$ by $g \mapsto \phi(f^*T^*_\sigma(g)f)$.

(i) There exists an isometry $T^f_\phi : K_\psi \rightarrow K_\phi$ such that $T^f_\phi g = T^*_\psi(g)f$ for all $g \in \Gamma_c(G)$.

(ii) $T^f_\phi j_\psi(g) = j_\phi(T^*_\psi(g)f)$, $T^f_\phi j_\psi(g) = j_\psi(T^*_\psi(g)f)$, and $T^f_\phi \delta_G(g) = \pi_\phi(T^*_\psi(g))^f_\phi$ for all $g \in \Gamma_c(G)$.

Denote also the map $K_G \rightarrow K_F$ given by $(\xi_\psi)_\psi : T^f_\phi \rightarrow T^f_\phi \xi_\psi$ by $T^f_\phi$. $\chi_\psi$. $\phi$. $\chi_\psi$.

(iii) $T^f_\phi$ is a semi-morphism from $(K_G, \tilde{\delta}_G, \gamma_G)$ to $(K_F, \tilde{\delta}_F, \gamma_F)$ and $(T^f_\phi \otimes \text{id})X_G = X_F(T^f_\phi \otimes \text{id})$.

(iv) $\delta_F(\pi_F(h))(T^f_\phi \otimes \text{id})\delta_G(\pi_G(g)) = \delta_F(\pi_F(hT^*_\psi(g))) (T^f_\phi \otimes \text{id})$ for all $h \in \Gamma_c(F)$, $g \in \Gamma_c(G)$.
Proof. (i) Uniqueness is clear. Existence follows from the fact that for all \( g, g' \in \Gamma_c(\mathcal{G}) \),

\[
\langle T_*(g) f | T_*(g') f \rangle_{K_\phi} = \int_{\mathcal{G}} \phi_s(x) (f(s(x))^* T(g(x)^* g'(x)) f(s(x))) \, dv(x) \\
= \int_{\mathcal{G}} \psi_s(x)(g(x)^* g'(x)) \, dv(x) = \langle g | g' \rangle_{K_\psi}.
\]

(ii) Straightforward.

(iii) By (ii), \( T_{\phi}^f \gamma_g \subseteq \gamma_F \) and \( T_{\phi}^f \delta_g \subseteq \delta_F \). For all \( \omega \in \Gamma_c(G^2_{\phi}) \) and \( (x, y) \in G \times_r G \),

\[
((T_{\phi}^f \otimes \text{id}) X_{\omega})(x, y) = \omega(x, x^{-1}y)f(s(x)) = (X_F(T_{\phi}^f \otimes \text{id}) \omega)(x, y).
\]

(iv) By parts (ii) and (iii),

\[
X_F(\pi_F(h) \otimes \text{id}) X_F^f(T_{\phi}^f \otimes \text{id}) X_G(\pi_G(g) \otimes \text{id}) X_G^* = X_F(\pi_F(hT_s(g)) \otimes \text{id}) X_F^f(T_{\phi}^f \otimes \text{id})
\]

for all \( g \in \Gamma_c(\mathcal{G}) \) and \( h \in \Gamma_c(\mathcal{F}) \). □

Proof of Proposition 8.19. Denote by \( T \subseteq \mathcal{L}(K_G, K_F) \) the closed linear span of all operators \( T_{\phi}^f \), where \( \phi \in \mathcal{W}(\Gamma_0(F^0)) \) and \( f \in \Gamma_0(F^0) \). Then Lemma 8.20 and Proposition 7.9 imply that \( S\pi_G(g) = \pi_F(T_s(g))S \) for all \( S \in T, g \in \Gamma_c(\mathcal{G}) \) and that

\[
[T \gamma_G] = \left[ \bigcup_{\phi} j_{\phi}(T_*(\Gamma_c(\mathcal{G}))\Gamma_0(F^0)) \right] = \left[ \bigcup_{\phi} j_{\phi}(\Gamma_c(\mathcal{F})) \right] = \gamma_F.
\]

By Proposition 7.9, \( T_\ast \) extends to a nondegenerate *-homomorphism \( C^*_c(\mathcal{G}) \to M(C^*_c(\mathcal{F})) \). Henceforth, there exists a semi-morphism \( \tilde{T}_* \) from \( \pi_G(C^*_c(\mathcal{G}))_{K_\phi} \) to \( \pi_F(C^*_c(\mathcal{F}))_{K_F} \) such that \( \tilde{T}_*(\pi_G(g)) = \pi_F(T_s(g)) \) for all \( g \in \Gamma_c(\mathcal{G}) \). For all \( h \in \pi_F(\Gamma_c(\mathcal{F})), g \in \pi_G(\Gamma_c(\mathcal{G})) \), \( \delta_F(h) \cdot (\tilde{T}_* \ast \text{id})(\delta_G(g)) \cdot (S \otimes \text{id}) = \delta_F(h)(S \otimes \text{id})\delta_G(g) = \delta_F(h\tilde{T}_*(g))(S \otimes \text{id}) \)

by Lemma 8.20, and therefore \( \delta_F(h) \cdot (\tilde{T}_* \ast \text{id})(\delta_G(g)) = \delta_F(h\tilde{T}_*(g)). \)

Denote by \( \text{Fell}^a_G \) the category of all admissible Fell bundles on \( G \), and by \( \text{Coact}^{a}_{C^*_c(\mathcal{G})} \) the category of very fine left-full coactions of \( C^*_c(\mathcal{G}) \).

Theorem 8.21. The assignments \( \mathcal{F} \mapsto (\pi_F(C^*_c(\mathcal{F})))_{K_F}^{\gamma_F}, \delta_F) \) and \( T \mapsto \tilde{T}_* \) form a faithful functor \( \tilde{F} : \text{Fell}^a_G \to \text{Coact}^{a}_{C^*_c(\mathcal{G})} \).

Proof. Functoriality of the constructions is evident. Assume that \( \tilde{F}S = \tilde{F}T \) for some morphisms \( S, T \) from \( \mathcal{F} \to \mathcal{G} \) in \( \text{Fell}^a_G \). Then the maps \( S_*, T_* : \Gamma_c(\mathcal{F}) \to \Gamma_c(M(\mathcal{G})) \) coincide because \( \pi_G \) is injective. Since \( \{a(x) \mid a \in \Gamma_c(\mathcal{F})\} = \mathcal{F}_x \) for each \( x \in G \) and \( S(a(x)) = (S_*a)(x) = (T_*a)(x) = T(a(x)) \) for each \( a \in \Gamma_c(\mathcal{F}), x \in G \), we can conclude that \( S = T \). □
9. FROM COACTIONS OF $C^*_r(G)$ TO FELL BUNDLES FOR ÉTALE $G$

We now assume that the groupoid $G$ is étale in the sense that the set $\mathcal{G}$ of all open subsets $U \subseteq G$ for which the restrictions $r_U = r|_U : U \to r(U)$ and $s_U = s|_U : U \to s(U)$ are homeomorphisms is a cover of $G$; see [23]. Moreover, we assume that the Haar systems $\lambda$ and $\lambda^{-1}$ are the families of counting measures. Then the functor $\bar{\mathcal{F}}$ has a right adjoint $\bar{\mathcal{G}}$ and embeds the category of admissible Fell bundles into a category of very fine coactions of $C^*_r(G)$ as a full and coreflective subcategory. The construction of the functor $\bar{\mathcal{G}}$ uses the correspondence between Banach bundles and convex Banach modules developed in [8].

9.1. The Fell bundle of a coaction of $C^*_r(G)$. Let $\delta$ be an injective coaction of $C^*_r(G)$ on a $C^*$-b-algebra $\mathcal{C} = C^r_K$. Since $G$ is étale, $\rho_\beta(\mathcal{B}) \subseteq C^*_r(G)$ and $\delta(\mathcal{C})\gamma_1 \subseteq [\gamma_1 C^*_r(G)]$. For each $U \in \mathcal{G}$, we define a closed subspace

$$C_U := \{c \in [C_\rho s|_U (s(U))] \mid \delta(c)|\gamma_1 \subseteq [\gamma_1 C(0(U))]\} \subseteq C,$$

denote by $s_{U*} : C_0(U) \to C_0(s(U))$ and $r_{U*} : C_0(U) \to C_0(r(U))$ the push-forward of functions along $s_U$ and $r_U$, respectively, and consider $C_U$ as a right Banach $C_0(U)$-module via the formula $c \cdot f := c\rho(s_{U*}(f))$. Denote by $\Gamma(f)$ the space of all sections of $\mathcal{F}$ that can be written as finite sums of sections in $\Gamma_0(\mathcal{F})$, where $U \in \mathcal{G}$. Then $\Gamma(f)$ is a $*$-algebra with respect to the operations defined in (7.1), and one has natural inclusions $\Gamma(f) \subseteq \Gamma(f) \subseteq C^*_f(\mathcal{F})$ of $*$-algebras.

**Proposition 9.1.** There exist a continuous Fell bundle $\mathcal{F}$ on $G$ and a $*$-homomorphism $\iota : \Gamma(f) \to C$ such that for each $U \in \mathcal{G}$, the map $\iota$ restricts to an isometric isomorphism $u_U : \Gamma_0(\mathcal{F}|U) \to C_U$ of Banach $C_0(U)$-modules. If $(\mathcal{F}', \iota')$ is another such pair, then there exists an isomorphism $T : \mathcal{F} \to \mathcal{F}'$ such that $\iota' \circ T = \iota$.

The proof requires some preliminaries. First, for all $c \in C, f \in C_0(G^0)$,

$$\delta(c\rho_\gamma f) = \delta(c)\rho_\gamma \rho_\delta(f) = \delta(c)(1 \otimes \rho_\delta(f)) = \delta(c)(1 \otimes r^*(f)).$$

**Lemma 9.2.** Let $U, V \in \mathcal{G}$.

(i) $c \cdot f = \rho_\gamma (r_{U*}(f))c$ for each $c \in C_U$ and $f \in C_0(U)$.
(ii) $C_V C_U \subseteq C_{U*} C_{V*} = C_{U-V}$, and $C_U = [C_V C_0(U)] \subseteq C_V$ if $U \subseteq V$.
(iii) $C_{s(U)}$ is a continuous $C_0(s(U))-\text{algebra}$.
(iv) $C_U$ is a convex and continuous Banach $C_0(U)$-module.

**Proof.** (i) Let $c, f$ as above. Since $L(g)r^*(s_{U*}(f)) = r^*(r_{U*}(f))L(g)$ for all $g \in C_0(U)$, we have $\delta(c \cdot f) = \delta(c)(1 \otimes r^*(s_{U*}(f))) = (1 \otimes r^*(r_{U*}(f)))\delta(c) = \delta(\rho_\gamma (r_{U*}(f))c)$ and by injectivity of $\delta$ also $c \cdot f = \rho_\gamma (r_{U*}(f))c$.

(ii) Clearly, $\delta(C_V C_U)\gamma_1 \subseteq [\gamma_1 C(0(U))]$. Using (i) twice, we find

$$C_V C_U \subseteq [C_V \rho_\gamma (C_0(s(V))^0 C_0(r(U))) C_U] = [C_V \rho_\gamma (C_0(s(V) \cap r(U))) C_U] \subseteq [C_\rho \gamma (C_0(s(V U)))].$$
Consequently, $C_V U \subseteq C_V U$. By (i) again, we have $(C_U)^* = [\rho_s(C_0(r(U)))C_U]^* \subseteq [C_0(C_0(s(U^{-1})))], and using the relation $\delta(C_U^\#)|\gamma_1 \subseteq |\gamma_1 C_U^\#(G)|$, we obtain

$$\delta(C_U^\#)|\gamma_1 \subseteq |\gamma_1 L(C_0(U))^{\#}|\gamma_1| = |\gamma_1 L(C_0(U^{-1})).$$

If $U \subseteq V$, then $C_U \subseteq [C_V C_0(U)] \subseteq C_V$, and $C_U C_0(U) \subseteq C_U$ because $\delta(C_V C_0(U))|\gamma_1 = \delta(C_V)|\gamma_1 C_0(s(U)))$

$$\subseteq |\gamma_1 L(C_0(U))^{\#}|\gamma_1| = |\gamma_1 L(C_0(U))].$$

(iii) By (ii), $C_{U(\gamma)}$ is a $C^*$-algebra. Consider $|\gamma_1$ as a Hilbert $C^*$-module over $\gamma(C_0(G)) \cong C_0(G)$. Since $\delta(C_{U(\gamma)}|\gamma_1 \subseteq |\gamma_1$ and $\delta(c \cdot f)|\gamma_1 = \delta(c)|\gamma_1 r^s(f)$ for all $c \in C_{G_0}$, $f \in C_0(G_0)$, $\eta \in \gamma$, the formula $c \cdot |\gamma_1 := \delta(c)|\gamma_1$ defines a faithful field of representations $C_{U(\gamma)} \rightarrow L(|\gamma_1)$ in the sense of Theorem 3.3 in [6]. Consequently, $C_{U(\gamma)}$ is a continuous $C_0(G)^{\#}$-module and $C_{U(\gamma)}$ a continuous $C_0(s(U))$-module.

(iv) Let $c, c' \in C_U$ and $f, f' \in C_0(U)$ such that $0 \leq f, f'$ and $f + f' \leq 1$. Then $c \cdot f + c' \cdot f' = \left[c \cdot g^2 + c' \cdot g' \cdot g'' + c' \cdot g''' + c' \cdot g'' + c' \cdot g'' + c' \cdot g''ight]$, where $g = s_{U(\gamma)}(f), g' = s_{U(\gamma)}(f')$. Since $g^2 + g' + g'' \leq 1$ and $c'' c', c'' c', c'' c', c'' c'$ belong to the continuous $C_0(s(U))$-module $C_{U-1(U)}$, which is a convex Banach $C_0(s(U))$-module, we get $|cf + c'f|^2 \leq \max\{|c|, |c'|\}^2$. Finally, the norm $|c_{\gamma_1}|^2 = |(c)_{\gamma_1}|$ depends continuously on $u \in U$ because $C_{U-1(U)}$ is a continuous $C_0(s(U))$-module.

**Proof of Proposition 9.1.** Using Lemma 9.2 and [8], one easily verifies that there exists a continuous Fell bundle $F$ on $G$ with an isometric isomorphism $\nu_U : \Gamma_0(F|U) \rightarrow C_U$ of Banach $C_0(U)$-modules for each $U \in \mathcal{U}$ such that for all $U, V \in \mathcal{U}$, the following properties hold.

First, the map $\Gamma_0(F|U) \rightarrow \Gamma_0(F|V)$ is a homomorphism. Second, $\nu_U(f) \rightarrow \nu_U(f)$ for all $f \in C_0(U)$, $g \in \Gamma_0(F|U)$. Define $\nu : \Gamma_F(F) \rightarrow C$ as follows. Given $a = \sum_i a_i \in \Gamma_F(F)$, where $a_i \in \Gamma_0(F|U_i)$, let $\nu(a) = \sum_i \nu_{U_i}(a_i)$. Using the preceding two properties of $\nu$, one easily verifies that $\nu$ is well-defined and a $*$-homomorphism.

Denote by $p_0 : \Gamma_F(F) \rightarrow \Gamma_{F(\mathcal{U})}$ the restriction.

**Proposition 9.3.** There exists a faithful conditional expectation $p$ from the $C^*$-algebra $\Gamma(F_F)$ to $C_{\mathcal{U}}$ satisfying $p \circ \nu = \nu_{\mathcal{U}} \circ p_0$.

In the following lemma, $fh_{\xi, \gamma}$ denotes the pointwise product of functions $f, h_{\xi, \gamma} \in C_0(G)$, where $h_{\xi, \gamma}$ was defined in (8.1).

**Lemma 9.4.** Let $\xi, \xi' \in C_0(G)$, $c \in C_0(G), \eta, \eta' \in \gamma$. Then:

(i) $\langle \eta \cdot \delta(c)|\gamma_1 \rangle = \langle \eta \cdot \delta(c)|\gamma_1 \rangle$;

(ii) $\langle \eta \cdot \delta(c)|\gamma_1 \rangle = \langle \eta \cdot \delta(c)|\gamma_1 \rangle$;

(iii) $\langle \eta \cdot \delta(c)|\gamma_1 \rangle = \langle \eta \cdot \delta(c)|\gamma_1 \rangle$.

**Proof.** (i) If $d = \langle \eta \cdot \delta(c)|\gamma_1 \rangle$, then

$$\delta(d) = \langle \eta \cdot \delta(c)|\gamma_1 \rangle.$$
(iii) Let $\eta, \eta' \in \gamma$. Since $c \in C_U$, we have $\langle \eta_1 \delta(c) \eta' \rangle_1 = L(g)$ for some $g \in C_0(U)$. Let $\xi'' = r^*(s_{U^*}(f))\xi'$ and denote by $d_1, d_2 \in C$ the left and the right hand side of the equation in (iii), respectively. Then $d_1 = j(\xi) [2 \delta(c) | j(\xi'')]_2$, and by (i) and (ii),

$$\langle \eta_1 \delta(d_1) \eta' \rangle_1 = \langle j(\xi) | 2 \Delta(\eta_1 \delta(c) | \eta' \rangle_1 | j(\xi'') \rangle_2 = \langle j(\xi) | 2 L(g) | j(\xi'') \rangle_2 = L(g h_{\xi, g'})$$

$$\langle \eta_1 \delta(d_2) \eta' \rangle_1 = \langle \eta_1 \delta(c) \eta' \rangle_1 \cdot L(s_{U^*}(f h_{\xi, g'})) = L(g) L(s_{U^*}(f h_{\xi, g'})).$$

We can conclude that $\langle \eta_1 \delta(d_1) \eta' \rangle_1 = \langle \eta_1 \delta(d_2) \eta' \rangle_1$ because for all $x \in G$,

$$(g h_{\xi, g'})(x) = g(x) \int_{G(x)} \xi(y) f(x) \xi'(x^{-1}) \psi(x) \, d\xi(x) = g(x)(s_{U^*}(f h_{\xi, g'}))(s(x)).$$

Since $\eta, \eta' \in \gamma$ were arbitrary and $\delta$ is injective, we must have $d_1 = d_2$. □

**Proof of Proposition 9.3.** Given a subset $U \subseteq G$, denote by $\chi_U$ its characteristic function. Using the same formulas as for elements of $C_c(G)$, we can define a map $j(\xi) : \mathbb{R} \to H$ and the function $h_{\xi, g'}$ for the characteristic function $\xi = \chi'_U$ of $G^0 \subseteq G$, and then Lemma 9.4 still holds. Define $p : C \to C$ by $c \mapsto \langle j(\chi_G) | 2 \delta(c) | j(\chi_G) \rangle_2$. Then $|p| \leq |j(\chi_G)|^2 = 1$, and the relation $h_{\chi_G, \chi_G} = \chi_G$ and Lemma 9.4 imply that $p|_{C_{G^0}} = \text{id}$ and $p|_{C_U} = 0$ whenever $U \in \mathfrak{G}$ and $U \cap G^0 = \emptyset$. Using a partition of unity argument and the fact that $G^0 \subseteq G$ is open and closed, we can conclude that $\tau \circ \iota = \iota_{G^0} \circ p_0$.

It remains to show that $p$ is faithful. Using the right-regular representation of $G$, one easily verifies that $[C_{G^0}^*(G) | j(\chi_G)] = H$. Therefore, the map $g : C_{G^0}^*(G) \to L(\mathbb{R})$, $a \mapsto j(\chi_G) a j(\chi_G)$, is faithful in the sense that $q(a^* a) \neq 0$ if $a \neq 0$. If $c \in [d(\Gamma_f(F))]$ and $p(c^* c) = 0$, then $\eta_1 \eta' | c^* c \eta' \rangle_1 = 0$. Therefore, $\langle \eta_1 \delta(c^* c) \eta' \rangle_1 = 0$ and $\delta(c) \eta_1 = 0$ for all $\eta \in \gamma$, whence $\delta(c) = 0$ and $c = 0$ by injectivity of $\delta$. □

Proposition 9.3 and [15, Fact 3.11] imply:

**Corollary 9.5.** $\iota$ extends to an embedding $C_{G}^*(F) \to C$.

We denote the extension above by $\iota$ again.

**Proposition 9.6.** If $\delta$ is fine, then $\iota : C_{G}^*(F) \to C$ is a $*$-isomorphism.

**Proof.** We only need to show that $C$ is equal to the linear span of all $C_U$, where $U \in \mathfrak{G}$. Consider an element $d \in C$ of the form $d = \langle j(\xi) | 2 \Delta(C_{G}^*(G)) \rangle_2$, where $c \in C, \xi \in C_c(V), \xi' \in C_c(V')$ for some $V, V' \in \mathfrak{G}$. Since $G$ is étale and $\delta$ is fine, the closed linear span of all elements of the form $d$ is equal to $[\alpha_1 | 2 \delta(C) | \alpha_2]$ for $\alpha_1, \alpha_2 

\in C_c(V')$. We show that $d \in C_U$, where $U = V V'^{-1} \cap G$, and then the claim follows. Let $\eta, \eta' \in \gamma$. By Lemma 9.4,

$$\langle \eta_1 \delta(d) | \eta' \rangle_1 = \langle j(\xi) | 2 \Delta(C_{G}^*(G)) \rangle_2 \subseteq [L(C_c(G) h_{\xi, g'})] \subseteq L(C_0(U)),$$

Using the relation $\delta(d) | \gamma \rangle_1 \subseteq [\eta_1 \gamma_1 C_{G}^*(G)]$, we get

$$\delta(d) | \gamma \rangle_1 \subseteq [\eta_1 \gamma_1 (\delta(d) | \gamma \rangle_1) \subseteq [\eta_1 \gamma_1 L(C_0(U))].$$

Moreover, since $h_{\xi, g'} \in C_c(U)$, we can choose $g \in C_0(U)$ with $h_{\xi, g'} g = h_{\xi, g'}$. Then

$L(f h_{\xi, g'}) r^*(s_{U^*}(g)) = L(f h_{\xi, g'})$ for each $f \in C_0(U)$, and hence $\langle \eta_1 \delta(d) | \eta' \rangle_1 = \langle \eta_1 \delta(d) | \eta' \rangle_1 r^*(s_{U^*}(g)) = \langle \eta_1 \delta(d) | \eta' \rangle_1$. Since $\delta$ is injective, we can conclude $d = d_{\rho_{\gamma}}(s_{U^*}(g)) \in C_{\rho_{\gamma}}(C_0(s(U)))$ and finally $d \in C_U$. □
Proposition 9.7. If $\delta$ is fine, then $F$ is admissible.

Proof. The proof is similar to the proof of Lemma 6.2 (i). By 9.2 (iii), $\Gamma_0(F^0) \cong C_{G^0}$ is a continuous $C_0(G^0)$-algebra. Let $u \in G^0$, denote by $I_u \subset C_0(G^0)$ the ideal of all functions vanishing at $u$, and assume $F_u = 0$. Then $\Gamma_0(F^0) = [\Gamma_0(F^0)I_u]$ and $[\gamma_I C_{[\gamma_I]}(G)] = [\gamma_I C_{[\gamma_I]}(F)]I_u$, whence $C = [C_{\rho}(I_u)]$. Define $j(\chi_{G^0})$ as in the proof of Proposition 9.3. Then $[\gamma_I C_{[\gamma_I]}(G)] = [[\gamma_I C_{[\gamma_I]}(F)]I_u]$ and

$$[r^*(C_{G^0}/C_{[\gamma_I]}(G))] = [\gamma_I C_{[\gamma_I]}(G)] = [\gamma_I C_{[\gamma_I]}(F)]I_u$$

whence $[j(\chi_{G^0})C_{[\gamma_I]}(G)]j(\chi_{G^0}) = I_u \neq C_0(G^0)$, a contradiction. \qed

The construction of the Fell bundle is functorial with respect to the following class of morphisms.

Definition 9.8. A morphism $\rho$ of coactions $(C^*_K, \delta_C)$ and $(D^*_L, \delta_D)$ of $C^*_p(G)$ is strongly nondegenerate if $[\rho(C)D_{G^0}] = D$.

Proposition 9.9. Let $\pi$ be a strongly nondegenerate morphism of fine coactions $(C^*_K, \delta_C)$, $(D^*_L, \delta_D)$ with associated Fell bundles $F$, $G$ and $*$-homomorphisms $\iota_F$, $\iota_G$. Then there exists a unique morphism $T$ from $F$ to $G$ such that $\iota_G \circ T = \pi \circ \iota_F$.

Proof. Let $U, V \in \mathcal{G}$. Then $\pi(C_{U})D_{V} \subseteq D_{UV}$ because

$$\delta_D(\pi(C_{U})D_{V})|\mathcal{G} = ((\pi \ast \text{id})(\delta_C(C_{U})))(\delta_D(D_{V}))|\mathcal{G}$$

$$\subseteq ((\pi \ast \text{id})(\delta_C(C_{U})))|\mathcal{G}L(C_0(V))$$

$$\subseteq |\mathcal{G}L(C_0(U))L(C_0(V)) = |\mathcal{G}L(C_0(UV))$$

and $\pi(C_{U})D_{V} \subseteq \pi(C_{\rho_\delta(C_{s}(U))})D_{V} \subseteq \pi(C)D_{\rho_\delta(C_{s}(U))})$, where the last inclusion follows similarly as in the proof of Lemma 9.2 (ii). Define a map $S_{U,V}: \Gamma_0(F'|\mathcal{V}) \times \Gamma_0(G'|\mathcal{V}) \to \Gamma_0(G'|\mathcal{V})$ by $(f, g) \mapsto \iota_G^{-1}(\pi(\iota_F(f))\iota_G(g))$, let $(x, y) \in (U \times V) \cap G_\times G$, denote by $I_x \subseteq \Gamma_0(F'|\mathcal{V})$, $I_y \subseteq \Gamma_0(G'|\mathcal{V})$, $I_{xy} \subseteq \Gamma_0(G'|\mathcal{V})$ the subspaces of all sections vanishing at $x, y$, and $x, y$ respectively. Using Lemma 9.2 (i), one easily verifies that $S_{U,V}$ maps $I_x \times \Gamma_0(G'|\mathcal{V})$ and $\Gamma_0(F'|\mathcal{V}) \times I_y$ into $I_{xy}$. Hence, there exists a unique map $S_{x,y}: F_x \times G_y \to G_{xy}$ such that $S_{x,y}(f(x), g(y)) = (S_{U,V}(f, g))(xy)$ for all $f \in \Gamma_0(F'|\mathcal{V})$, $g \in \Gamma_0(G'|\mathcal{V})$, and this map depends on $(x, y)$ but not on $(U, V)$. For each $x \in G$ and $c \in F_x$, define $T(c): G|_{G^{s(x)}} \to G|_{G^{r(x)}}$ by $T(c)d = S_{x,y}(c, d)$ for each $y \in G^{s(x)}$, $d \in G_y$. One easily checks that then $T$ is a continuous map from $F$ to $\mathcal{M}(G)$ which satisfies conditions (i) and (ii) of Definition 7.8, and that the representation $\hat{\pi} := \iota_G^{-1} \circ \pi \circ \iota_F: C^*_p(F) \to M(C^*_p(G))$ satisfies $\hat{\pi}(f)g = (T \circ f)g$ for all $f \in \Gamma_0(F)$, $g \in \Gamma_0(G)$. We show that $T$ also satisfies condition (iii) of Definition 7.8. Since $\pi$ is strongly nondegenerate, $D = [\pi(C)D_{G^0}]$, that is, $C^*_p(G) = [\pi(C^*_p(F))\Gamma_0(G^0)]$ and hence $\Gamma^2(G, \lambda^{-1}) = [\pi(C^*_p(F))\Gamma_0(G^0)]$. In particular, $G^x = [T(F_x)G_{s(x)}]$ for each $x \in G$ because $G_{s(x)}$ is discrete. \qed

9.2. The unit and counit of the adjunction. Denote by $\text{Coact}_{C^*_p(G)}^{a_s}$ the category of very fine left-full coactions of $C^*_p(G)$ with all strongly nondegenerate morphisms. Then
the functor $\hat{F}: \text{Fell}^a_G \to \text{Coact}^a_{C^*_\varepsilon(G)}$ constructed in the preceding section actually takes values in $\text{Coact}^a_{C^*_\varepsilon(G)}$.

**Lemma 9.10.** Let $\mathcal{T}$ be a morphism of admissible Fell bundles $\mathcal{F}, \mathcal{G}$ on $G$. Then the morphism $\hat{F}\mathcal{T}$ from $\hat{F}\mathcal{F}$ to $\hat{F}\mathcal{G}$ is strongly nondegenerate.

**Proof.** Immediate from Proposition 7.9 ii). ∎

The constructions in Proposition 9.1 and Proposition 9.9 yield a functor $\hat{G}$ from $\text{Coact}^a_{C^*_\varepsilon(G)}$ to $\text{Fell}^a_G$. We now obtain an embedding as a full and coreflective subcategory $(\hat{F}, \hat{G}, \hat{\eta}, \hat{\varepsilon})$ of $\text{Fell}^a_G$ into $\text{Coact}^a_{C^*_\varepsilon(G)}$.

**Proposition 9.11.** Let $\mathcal{F}$ be an admissible Fell bundle, $(\pi_\mathcal{F}(C^*_\varepsilon(\mathcal{F})), \delta_\mathcal{F}) = 2\mathcal{F}$ the associated fine coaction, and $\mathcal{G} = \hat{G}\hat{\mathcal{F}}\mathcal{F}$ and $\mathcal{G}: C^*_\varepsilon(\mathcal{G}) \to \pi_\mathcal{F}(C^*_\varepsilon(\mathcal{F}))$ the Fell bundle and the $*$-homomorphism associated to this coaction as above. Then there exists a unique isomorphism $\hat{\eta}_\mathcal{F}: \mathcal{F} \to \mathcal{G}$ such that $\lambda_\mathcal{G} \circ (\hat{\eta}_\mathcal{F})_*= \pi_\mathcal{F}$. 

**Proof.** Let $(C^*_\varepsilon(\mathcal{G}), \delta) = (\pi_\mathcal{F}(C^*_\varepsilon(\mathcal{F})), \delta_\mathcal{F})$ and $U \in \mathfrak{B}$. We show that $C_U = \pi_\mathcal{F}(\Gamma_0(\mathcal{F}\lbrack U\rbrack))$. Note that $\{\|h_{\xi,\varepsilon}\| : \xi \in C_c(r(U)), \varepsilon \in C_c(U)\} = C_0(U)$, where the functions $h_{\xi,\varepsilon}$ were defined in (8.1). Using Lemma 9.4, we can conclude

$$C_U = [\langle j(C_c(r(U))) | b_0(\pi_\mathcal{F}(\Gamma_0(\mathcal{F})) | j(C_c(U)))\rangle 2].$$

By Lemma 8.12, we have for all $\xi \in C_c(r(U)), f \in \Gamma_c(\mathcal{F}), \varepsilon \in C_c(U)$,

$$\langle j(\xi) b_0(\pi_\mathcal{F}(f)) | j(\xi')\rangle 2 = \pi_\mathcal{F}(fh_{\xi,\varepsilon}) \in \pi_\mathcal{F}(\Gamma_0(\mathcal{F}\lbrack U\rbrack)),$$

where $fh_{\xi,\varepsilon}$ denotes the pointwise product. Consequently, $C_U = \pi_\mathcal{F}(\Gamma_0(\mathcal{F}\lbrack U\rbrack))$. Since $U \in \mathfrak{B}$ was arbitrary, we can conclude that there exists an isomorphism $\hat{\eta}_\mathcal{F}: \mathcal{F} \to \mathcal{G}$ of Banach bundles such that $\lambda_\mathcal{G} \circ (\hat{\eta}_\mathcal{F})_* = \pi_\mathcal{F}: \Gamma_c(\mathcal{F}) \to C$. Using the fact that $(\hat{\eta}_\mathcal{F})_*$ is a $*$-homomorphism and that $G$ is étale, one easily concludes that $\hat{\eta}_\mathcal{F}$ is an isomorphism of Fell bundles. □

**Proposition 9.12.** Let $(C, \delta)$ be a very fine coaction of $C^*_\varepsilon(G)$, where $C = C^*_K$, and let $\mathcal{F}, 1: C^*_\varepsilon(\mathcal{F}) \to C$ be the associated Fell bundle and $*$-isomorphism. Then there exists a unique strongly nondegenerate morphism $\hat{\epsilon}(C, \delta)$ from $(\pi_\mathcal{F}(C^*_\varepsilon(\mathcal{F})), \delta_\mathcal{F})$ to $(C, \delta)$ such that $\hat{\epsilon}(C, \delta) \circ \pi_\mathcal{F} = 1$.

**Lemma 9.13.** Let $U \in \mathfrak{B}$, $\xi \in C_c(U)$, $\eta \in \gamma$, and $\omega = |\eta\rangle_1 j(\xi) \in \gamma \times \alpha \subseteq L(\mathfrak{R}, K_{\gamma \otimes \beta} H)$.

(i) There exists a $C_0(G^0)$-weight $\phi: \Gamma_0(F^0) \to C_0(G^0) \subseteq L(\mathfrak{R})$, $f \mapsto \omega_* \delta(\bar{\phi}) \omega$.

(ii) There exists a unique isometry $S_\omega: K_{F} = \Gamma_2(F, \nu; \phi) \to K_{\gamma \otimes \beta} H$ such that $S_\omega j(\bar{f}) = \delta(\bar{\phi}) \omega$ for all $f \in \Gamma_c(F)$, and $S_\omega \pi_\phi(f) = \delta(\bar{\phi}) S_\omega$ for all $f \in \Gamma_c(F)$.

(iii) $S_\omega j(\Gamma_c(F)) \subseteq \gamma \times \alpha$.

**Proof.** (i) First, $\omega_* \delta(C_{C^0}) \subseteq [\alpha^* |\gamma_1 \gamma_1 L(C_0(G^0)) \alpha] = [\alpha^* |\gamma_1 \gamma_1 1 \alpha] = C_0(G^0) \subseteq L(\mathfrak{R})$. Second, observe that for all $c \in C_{C^0}, f \in C_0(G^0)$,

$$\phi(cf) = j(\xi)^* |\gamma_1 |d(c) |\eta_1 j(\xi) = j(\xi)^* |\gamma_1 j(\xi) f = \phi(c) f.$$
(ii) As before, denote by $p_0 : \Gamma_f(F) \to \Gamma_0(F^0)$ the restriction. Let $U \in \mathfrak{S}$, $f, f' \in \Gamma_u(F)$, and $g = f^* f'$. Using the relation $\text{supp} h_{\xi, \zeta} \subseteq G^0$ and Lemma 9.4, we find

$$\omega^s \delta(\iota(f))^s \delta(\iota(f')) = \eta^s \langle \eta(\xi) | 2 \delta(\iota(g)) | j(\xi) \rangle \eta^s$$

$$= \eta^s \iota(g \cdot h_{\xi, \zeta}) \eta^s$$

$$= \omega^s \delta(\iota(p_0(g))) \omega^s = \phi(p_0(g)) = \langle f | f' \rangle_{\Gamma_2(F, \lambda^{-1}, \phi)}.$$ 

The existence of $S_\omega$ follows. Finally, $S_\omega \pi_\phi(f) = \delta(\iota(f)) S_\omega$ since $S_\omega \pi_\phi(f) \hat{j}_\phi(g) = S_\omega \hat{j}_\phi(f g) = \delta(\iota(f g)) \omega = \delta(\iota(f)) S_\omega \hat{j}_\phi(g)$ for all $f, g \in \Gamma_u(F)$.

(iii) Let $V \in \mathfrak{S}$, $f \in \Gamma_v(F|V)$, $\zeta \in C_c(G^0)$, and define $\zeta' \in L^2(G^0, \mu)$ by $\zeta'(s(x)) = (\zeta(r(x))) D^{1/2}(s)$ for all $x \in V$ and $\zeta'(y) = 0$ for all $y \in G^0 \setminus s(V)$. Then $(\hat{j}_\phi(f) \zeta)(x) = f(x) \bar{\zeta}(r(x)) = (\hat{j}_\phi(f) \zeta')(x)$ for all $x \in G$ and therefore

$$S_\omega \hat{j}_\phi(f) \zeta = S_\omega \hat{j}_\phi(f) \zeta' = \delta(\iota(f)) \omega \zeta' = \delta(\iota(f)) | \eta \rangle_1 \langle j(\xi) | \omega \zeta' \rangle.$$ 

Since $f \in \Gamma_v(F|V)$, there exist $f' \in L(C_0(V))$, $\eta' \in \gamma$ such that $\delta(\iota(f)) | \eta \rangle_1 = | \eta' \rangle_1 L(f')$. Now,

$$S_\omega \hat{j}_\phi(f) \zeta = \delta(\iota(f)) | \eta \rangle_1 \langle j(\xi) | \omega \zeta' \rangle = | \eta' \rangle_1 L(f') \hat{j}(\xi) \zeta' = | \eta' \rangle_1 L(f') \hat{j}(\xi) \zeta'$$

because $(L(f') \hat{j}(\xi) \zeta')(z) = 0$ for $z \notin VU$ and

$$(L(f') \hat{j}(\xi) \zeta')(xy) = D^{-1/2}(x) f'(x) \xi(y) \zeta'(r(y))
= f'(x) \xi(r(x)) \xi(y) = j(L(f')) \xi(xy)$$

for all $(x, y) \in (V \times U) \cap G \times \pi G$. Thus, $S_\omega \hat{j}_\phi(f) \zeta \in \gamma \triangleright \alpha$. The claim follows. \hfill \Box

\text{Proof of Proposition 9.12.} Since $\pi_F$ is injective, we can define $\hat{\iota} = \hat{\iota}_{(C, \delta)} := \iota \circ \pi_F^{-1}$. We show that $\delta \circ \hat{\iota}$ is a morphism from $\pi_F(C^*_\tau(F))_{\Gamma_F}^{\gamma_F}$ to $\delta(C)_{\Gamma_{\pi_F} G \otimes H}^{\rho_0}$. For each $C_0(G^0)$-weight $\phi$ on $\Gamma_0(F^0)$, denote by $p_{\phi} : K_F \to K_{\phi}$ the canonical projection. Let $S \subseteq \mathcal{L}(K_F, K_{\gamma \otimes \beta} H)$ be the closed linear span of all operators of the form $S_{\omega} p_{\phi}$, where $U, \xi, \eta, \omega, \phi$ are as in the lemma above. Then $S \delta = \delta(\iota(a))$ for each $S \in S$, $a \in \pi_F(C^*_\tau(F))$, and $[S \gamma_F] = [\delta(\iota(G_c(F)))](\gamma \triangleright \alpha)] = \gamma \triangleright \alpha$. The claim follows. Since $\delta$ is an isomorphism from $C$ to $\delta(C)_{\Gamma_{\pi_F} G \otimes H}$, we can conclude that $\hat{\iota}$ is a morphism from $\pi_F(C^*_\tau(F))_{\Gamma_F}^{\gamma_F}$ to $C$.

The relation $(\hat{\iota} \ast \text{id}) \circ \delta = \delta \circ \hat{\iota}$ follows from the fact that

$$\langle j(\xi) | 2 \delta(\iota(g)) \hat{j}(\xi') \rangle_{\omega} = \hat{\iota}(g) \cdot (f h_{\xi, \zeta})$$

$$= \hat{\iota}(g \cdot (f h_{\xi, \zeta})) = \hat{\iota}(\langle j(\xi) | 2 \delta(\pi_F(g)) \hat{j}(\xi') \rangle_{\omega})$$

for all $U \in \mathfrak{S}$, $g \in \Gamma_v(F|V)$, $f \in C_c(U)$, $\xi, \xi' \in C_c(G)$ by Lemma 9.4. \hfill \Box

\textbf{Corollary 9.14.} Every very fine coaction of $C^*_\tau(G)$ is left-full.

\text{Proof.} Let $(\zeta, \delta)$ be a very fine coaction of $C^*_\tau(G)$, let $(\pi_F(C^*_\tau(F))_{\Gamma_F}^{\gamma_F}, \delta_F)$ and $\hat{\iota}_{(C, \delta)}$ be as above, and let $I := \{T \in \mathcal{L}_\delta((K_F, \gamma_F), (K, \gamma)) \mid T \chi = \hat{\iota}_{(C, \delta)}(x) T \text{ for all } x \in \pi_F(C^*_\tau(F))\}$. 

Then $\gamma = [I\gamma_F]$ because $\tilde{\epsilon}_{(C,\delta)}$ is a morphism, and since $\delta_F$ is left-full,

$$[\delta(C)\gamma_{1}\gamma_{q}^{*}(G)] = [(\tilde{\epsilon}_{(C,\delta)} * \text{id})(\delta_F(C_{q}^{*}(F))))(I \otimes \text{id})\gamma_{F}\gamma_{1}\gamma_{q}^{*}(G)]$$

$$= [(I \otimes \text{id})\delta_{F}(C_{q}^{*}(F)))\gamma_{1}\gamma_{q}^{*}(G)]$$

$$= [(I \otimes \text{id})\gamma_{F}\gamma_{1}\gamma_{q}^{*}(G)] = [\gamma_{1}\gamma_{q}^{*}(G)].$$

□

**Theorem 9.15.** $(\tilde{F}, \tilde{G}, \tilde{\eta}, \tilde{\epsilon})$ is an embedding of $\text{Fell}_{G}^{\omega}$ into $\text{Coact}_{G}^{\omega}(G)$ as a full and coreflective subcategory.

**Proof.** One easily verifies that $\tilde{G}$ is faithful and that the families $(\tilde{\eta}_F)$ and $(\tilde{\epsilon}_{(C,\delta)})_{(C,\delta)}$ are natural transformations as desired. Since $\tilde{\eta}$ is a natural isomorphism, $\tilde{F}$ is full and faithful; see Theorem IV.3.1 in [18]. □
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AND
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Abstract. We introduce dynamical analogues of the free orthogonal and free unitary quantum groups, which are no longer Hopf algebras but Hopf algebroids or quantum groupoids. These objects are constructed on the purely algebraic level and on the level of universal $C^*$-algebras. As an example, we recover the dynamical $SU_q(2)$ studied by Koelink and Rosengren, and construct a refinement that includes several interesting limit cases.
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1. Introduction

Dynamical quantum groups were introduced by Etingof and Varchenko as an algebraic tool to study the quantum dynamical Yang-Baxter equation appearing in statistical physics.
mechanics [7, 8, 9]. Roughly, one can associate to every dynamical quantum group a monoidal category of dynamical representations, and to every solution $R$ of the dynamical Yang-Baxter equation a dynamical quantum group $A_R$ with a specific dynamical representation $\pi$ such that $R$ corresponds to a braiding on the monoidal category generated by $\pi$.

In this article, we introduce two families of dynamical quantum groups $A^B_0(\nabla, F)$ and $A^B_0(\nabla, F)$ which are natural generalizations of the free orthogonal and the free unitary quantum groups introduced by Wang [18] and van Daele [17]. Roughly, these dynamical quantum groups are universal with respect to the property that they possess a corepresentation $v$ such that $F$ becomes a morphism of corepresentations from the inverse of the transpose $v^{-T}$ or from $(v^{-T})^{-T}$, respectively, to $v$.

For a specific choice of $B, \nabla, F$, the free orthogonal dynamical quantum group turns out to coincide with the dynamical analogue of SU$_q$(2) that arises from a trigonometric dynamical $R$-matrix and was studied by Koelink and Rosengren [11]. We refine the definition of this variant of SU$_q$(2) so that the resulting global dynamical quantum group includes the classical SU(2), the non-dynamical SU$_q$(2) of Woronowicz [21], and the dynamical SU$_q$(2) and further interesting limit cases which can be recovered from the global object by suitable base changes.

In the non-dynamical case, free orthogonal and free unitary quantum groups are most conveniently constructed on the level of universal $C^*$-algebras, where Woronowicz’s theory of compact matrix quantum groups applies [20]. We shall, however, start on the purely algebraic level and then pass to the level of universal $C^*$-algebras, where the main problem is to identify a good definition of a dynamical quantum group.

These new classes of dynamical quantum groups give rise to several interesting questions, for example, whether it is possible to obtain a classification similar as in [19], to determine their categories of representations as in [2] and [3], or to relate their representation theory to special functions as it was done in [11] in the special case of SU$_q$(2).

Let us now describe the organization and contents of this article in some more detail.

The first part of this article (§2) is devoted to the purely algebraic setting.

We start with a summary on dynamical quantum groups (§2.1). Roughly, these objects can be regarded as Hopf algebras, that is, as algebras $A$ equipped with a comultiplication $\Delta$, counit $\epsilon$ and antipode $S$, where the field of scalars has been replaced by a commutative algebra $B$ equipped with an action of a group $\Gamma$. The comultiplication $\Delta$ does not take values in the ordinary tensor product $A \otimes A$, but in a product $\tilde{A} \otimes A$ that takes $B$ and $\Gamma$ into account, and the counit takes values in the crossed product algebra $B \rtimes \Gamma$ which is the unit for the product $- \tilde{\otimes} -$. If $B$ is trivial, however, these dynamical quantum groups are just $\Gamma$-graded Hopf algebras (§2.2). In general, we shall use the term $(B, \Gamma)$-Hopf algebroid instead of dynamical quantum group to be more precise.

The free orthogonal and unitary dynamical quantum groups are defined as follows. Let $B$ be a unital, commutative algebra with a left action of a group $\Gamma$, let $\nabla = (\gamma_1, \ldots, \gamma_n)$ be an $n$-tuple in $\Gamma$ and let $F \in \text{GL}_n(B)$ such that $F_{ij} = 0$ whenever $\gamma_i \neq \gamma_j^{-1}$.

**Definition.** The free orthogonal dynamical quantum $A^B_0(\nabla, F)$ is the universal algebra with a homomorphism $r \times s: B \otimes B \to A^B_0(\nabla, F)$ and a $v \in \text{GL}_n(A^B_0(\nabla, F))$ satisfying

(a) $v_{ij}r(b)s(b') = r(\gamma_i(b))s(\gamma_j(b'))v_{ij}$ for all $b, b' \in B$ and $i, j \in \{1, \ldots, n\}$,
(b) \( r_n(\hat{F})v^{-T} = vs_n(F) \), where \( v^{-T} \) denotes the transpose of \( v^{-1} \) and \( \hat{F} = (\gamma_i(F_{ij}))_{i,j} \).

**Theorem.** \( A^B_o(\nabla, F) \) can be equipped with the structure of a \((B, \Gamma)\)-Hopf algebroid such that \( \Delta(v_{ij}) = \sum_k v_{ik} \hat{\otimes} v_{kj} \), \( \epsilon(v_{ij}) = \delta_{i,j} \gamma_i \), and \( S(v_{ij}) = (v^{-1})_{ij} \) for all \( i, j \).

Assume now that \( B \) is equipped with an involution and let \( F \in GL_n(B) \) such that \( F^* = F \) and \( F_{ij} = 0 \) whenever \( \gamma_i \neq \gamma_j \).

**Definition.** The free unitary dynamical quantum group \( A^B_o(\nabla, F) \) is the universal \(*\)-algebra with a homomorphism \( r \times s: B \otimes B \to A^B_o(\nabla, F) \) and a unitary \( v \in GL_n(A^B_o(\nabla, F)) \) satisfying the condition (a) above and (c) \( \hat{v} \) is invertible and \( r_n(\hat{F})v^{-T} = vs_n(F) \).

**Theorem.** \( A^B_o(\nabla, F) \) can be equipped with the structure of a \((B, \Gamma)\)-Hopf \(*\)-algebroid such that \( \Delta(v_{ij}) = \sum_k v_{ik} \hat{\otimes} v_{kj} \), \( \epsilon(v_{ij}) = \delta_{i,j} \gamma_i \), \( S(v_{ij}) = (v^{-1})_{ij} \) for all \( i, j \).

The formulas for \( \Delta(v_{ij}) \) and \( \epsilon(v_{ij}) \) above imply that the matrices \( v \) above are corepresentations of \( A^B_o(\nabla, F) \) and \( A^B_u(\nabla, F) \), respectively, and the conditions (b) and (c) assert that \( F \) is an intertwiner from \( v^{-T} \) or \( \hat{v}^{-T} \), respectively, to \( v \). Such intertwiner relations admit plenty functorial transformations which are studied systematically in §2.3, and yield short proofs of the results above in §2.4. There, we also consider involutions on certain quotients \( A^B_o(\nabla, F, G) \) of \( A^B_o(\nabla, F) \) which are parameterized by an additional matrix \( G \in GL_n(B) \).

Interestingly, the square of the antipode on the dynamical quantum groups \( A^B_o(\nabla, F) \) and \( A^B_u(\nabla, F) \) can be described in terms of a natural family of characters \((\theta^{(k)})_k\) which, like the counit \( \epsilon \), take values in \( B \times \Gamma \). This family is an analogue of Woronowicz’s fundamental family of characters on a compact quantum group.

As a main example of the constructions above, we recover the dynamical quantum group \( \mathcal{F}_R(SU(2)) \) of Koelink and Rosengren [11] associated to a deformation parameter \( q \neq 1 \) as the free orthogonal dynamical quantum group \( A^B_o(\nabla, F, G) \), where \( B \) is the meromorphic functions on the plane, \( \Gamma = \mathbb{Z} \) acting by shifts, \( \nabla = (1, -1) \) and \( F = \begin{pmatrix} 0 & 1 \\ \tilde{f} & 0 \end{pmatrix} \), where \( \tilde{f} \) is the meromorphic function \( \lambda \mapsto q^{-1}(q^{2\lambda} - q^{-2})/(q^{2\lambda} - 1) \), and \( G = \begin{pmatrix} 0 & -1 \\ q^{-1} & 0 \end{pmatrix} \). In §2.6, we show how this example can be refined such that the resulting dynamical quantum group \( A^B_o(\nabla, F, G) \) includes \( \mathcal{F}_R(SU(2)) \) and, simultaneously, a number of interesting limit cases which can be recovered from the global object by suitable base changes.

The second part of this article (§3) extends the definition of dynamical quantum groups to the level of universal \( C^*\)-algebras. Here, \( B \) is assumed to be a unital, commutative \( C^*\)-algebra and \( \Gamma \) acts via automorphisms. The main tasks is to find a \( C^*\)-algebraic analogue of the product \( -\hat{\otimes}- \) that describes the target of the comultiplication. As in the algebraic setting, we construct this product in two steps, by first forming a cotensor product with respect to the Hopf \( C^*\)-algebra \( C^*(\Gamma) \) naturally associated to the group \( \Gamma \) (§3.1), and then taking a quotient with respect to \( B \) (§3.2). Given the monoidal product, all definitions carry over from the algebraic setting to the setting of universal \( C^*\)-algebras easily (§3.3).
Throughout this section, we assume all algebras and homomorphisms to be unital over a fixed common ground field, and $B$ to be a commutative algebra equipped with a left action of a group $\Gamma$.

2. Preliminaries on dynamical quantum groups. This subsection summarizes the basics of dynamical quantum groups used in this article. We introduce the monoidal category of $(B, \Gamma)$-algebras, then define $(B, \Gamma)$-Hopf algebroids, and finally consider base changes and the setting of $*$-algebras. Except for the base change, most of this material is contained in [8] and [11] in slightly different guise. We omit all proofs because they are straightforward.

Let $B^{ev} = B \otimes B$. A $B^{ev}$-algebra is an algebra with a homomorphism $r \times s : B^{ev} \to A$, or equivalently, with homomorphisms $r_A = r, s_A = s : B \to A$ whose images commute.

A morphism of $B^{ev}$-algebras is a $B^{ev}$-linear homomorphism. Write $\Gamma^{ev} = \Gamma \times \Gamma$ and let $e \in \Gamma$ be the unit. Given a $\Gamma^{ev}$-graded algebra $A$, we write $\partial_n = (\partial_n^e, \partial_n^s) = (\gamma, \gamma')$ whenever $a \in A_{\gamma,\gamma'}$.

2.1.1. Definition. A $(B, \Gamma)$-algebra is a $\Gamma^{ev}$-graded $B^{ev}$-algebra such that $(r \times s)(B^{ev}) \subseteq A_{e,e}$ and $ar(b) = r(\partial_n^e(b))a$, $as(b) = s(\partial_n^s(b))a$ for all $b \in B, a \in A$. A morphism of $(B, \Gamma)$-algebras is a morphism of $\Gamma^{ev}$-graded $B^{ev}$-algebras.

We denote by $\text{Alg}_{(B, \Gamma)}$ the category of all $(B, \Gamma)$-algebras.

2.1.2. Example. Denote by $B \rtimes \Gamma$ the crossed product, that is, the universal algebra containing $B$ and $\Gamma$ such that $e = 1_B$ and $b_\gamma \cdot b'_\gamma' = b_\gamma(b') \gamma' \gamma'$ for all $b, b' \in B, \gamma, \gamma' \in \Gamma$. This is a $(B, \Gamma)$-algebra, where $\partial_\gamma = (\gamma, \gamma)$ and $r(b) = s(b) = b$ for all $b \in B, \gamma \in \Gamma$.

The category of all $(B, \Gamma)$-algebras can be equipped with a monoidal structure [12] as follows. Let $A$ and $C$ be $(B, \Gamma)$-algebras. Then the subalgebra

$$A \otimes C := \sum_{\gamma, \gamma', \gamma'' \in \Gamma} A_{\gamma, \gamma'} \otimes C_{\gamma', \gamma''} \subseteq A \otimes C$$

is a $(B, \Gamma)$-algebra, where $\partial_{a \otimes c} = (\partial_a^e, \partial_c^s)$ for all $a \in A, c \in C$ and $(r \times s)(b \otimes b') = r_A(b) \otimes s_C(b')$ for all $b, b' \in B$. Let $I \subseteq A \otimes C$ be the ideal generated by $\{s_A(b) \otimes 1 - 1 \otimes r_C(b) : b \in B\}$. Then $A \tilde{\otimes} C := A \otimes C/I$ is a $(B, \Gamma)$-algebra again, called the fiber product of $A$ and $C$. Write $a \tilde{\otimes} c$ for the image of an element $a \otimes c$ in $A \tilde{\otimes} C$.

The product $(A, C) \mapsto A \tilde{\otimes} C$ is functorial, associative and unital in the following sense.

2.1.3. Lemma. i) For all morphisms of $(B, \Gamma)$-algebras $\pi^1 : A^1 \to C^1, \pi^2 : A^2 \to C^2$, there exists a morphism $\pi^1 \tilde{\otimes} \pi^2 : A^1 \tilde{\otimes} A^2 \to C^1 \tilde{\otimes} C^2, a_1 \tilde{\otimes} a_2 \mapsto \pi^1(a_1) \tilde{\otimes} \pi^2(a_2)$.

ii) For all $(B, \Gamma)$-algebras $A, C, D$, there is an isomorphism $(A \tilde{\otimes} C) \tilde{\otimes} D \to A \tilde{\otimes} (C \tilde{\otimes} D), (a \tilde{\otimes} c) \tilde{\otimes} d \mapsto a \tilde{\otimes} (c \tilde{\otimes} d)$.

iii) For each $(B, \Gamma)$-algebra $A$, there exist isomorphisms $(B \rtimes \Gamma) \tilde{\otimes} A \to A$ and $A \tilde{\otimes} (B \rtimes \Gamma) \to A$, given by $b_\gamma \tilde{\otimes} a \mapsto r(b)a$ and $a \tilde{\otimes} b_\gamma \mapsto s(b)a$, respectively.

Of course, the isomorphisms above are compatible in a natural sense.

2.1.4. Remark. The product $- \tilde{\otimes} -$ is related to the left and right Takeuchi products $- \times _{-}$ and $- \times _{B} -$ as follows. Given a $B^{ev}$-algebra $A$, we write $\cdot A$ or $A \cdot$, when we...
regard $A$ as a $B$-bimodule via $b \cdot a \cdot b' := r(b) s(b') a$ or $b \cdot a \cdot b' := ar(b) s(b')$, respectively. Then the left and right Takeuchi products of $B^{ev}$-algebras $A$ and $C$ are the $B^{ev}$-algebras

$$A_B \times C := \left\{ \sum_i a_i \otimes c_i \in A \otimes_B C \mid \forall b \in B : \sum_i a_i s_A(b) \otimes c_i = \sum_i a_i \otimes c_i r_C(b) \right\},$$

$$A \times B \cdot C := \left\{ \sum_i a_i \otimes c_i \in A \otimes_B C \mid \forall b \in B : \sum_i s_A(b) a_i \otimes c_i = \sum_i a_i \otimes c_i r_C(b) c_i \right\},$$

where the multiplication is defined factorwise and the embedding of $B^{ev}$ is given by $b \otimes b' \mapsto r(b) \otimes s_c(b')$. The assignments $(A, C) \mapsto A_B \times C$ and $(A, C) \mapsto A \times B \cdot C$ extend to bifunctors on the category of $B^{ev}$-algebras and turn it into a lax monoidal category [6]. The obvious forgetful functor $U$ from $(B, \Gamma)$-algebras to $B^{ev}$-algebras is compatible with these products in the sense that for every pair of $(B, \Gamma)$-algebras $A, C$, the inclusion $\Gamma \to A \otimes C$ factorizes to inclusions of $\hat{A} \otimes C$ into $A_B \times C$ and $A \times B \cdot C$, yielding natural transformations from $U(- \otimes -)$ to $U(-) \times U(-)$ and $U(-) \times B U(-)$, respectively.

Briefly, a $(B, \Gamma)$-Hopf algebroid is a coalgebra in $\text{Alg}_{(B, \Gamma)}$ equipped with an antipode. To make this definition precise, we need two involutions on $\text{Alg}_{(B, \Gamma)}$. Given an algebra $A$, we denote by $A^{op}$ its opposite, that is, the same vector space with reversed multiplication.

2.1.5. Lemma. There exist automorphisms $(-)^{op}$ and $(-)^{co}$ of $\text{Alg}_{(B, \Gamma)}$ such that for each $(B, \Gamma)$-algebra $A$ and each morphism $\phi : A \to C$, we have $A^{co} = A$ as an algebra and

$$\quad (A^{op})_{\gamma, \gamma'} = A_{-1, -1, \gamma' \gamma} \text{ for all } \gamma, \gamma' \in \Gamma, \quad r_A^{op} = r_A, \quad s_A^{op} = s_A, \quad \phi^{op} = \phi,$$

$$\quad (A^{co})_{\gamma, \gamma'} = A_{\gamma' \gamma, -1} \text{ for all } \gamma, \gamma' \in \Gamma, \quad r_A^{co} = s_A, \quad s_A^{co} = r_A, \quad \phi^{co} = \phi.$$

Furthermore, $(-)^{op} \circ (-)^{op} = \text{id}$, $(-)^{co} \circ (-)^{co} = \text{id}$, $(-)^{op} \circ (-)^{co} = (-)^{co} \circ (-)^{op}$.

2.1.6. Remark. The automorphisms above are compatible with the monoidal structure as follows. Given $(B, \Gamma)$-algebras $A, C$, there exist isomorphisms $(A \otimes C)^{op} \to (A^{op} \otimes C^{op})^{op}$ and $(A \otimes C)^{co} \to (A^{co} \otimes C^{co})^{co}$ given by $a \otimes c \mapsto a^{op} \otimes c$ and $a \otimes c \mapsto a^{co} \otimes c$, respectively. Moreover, $(B \times \Gamma)^{co} = B \times \Gamma$ and there exists an isomorphism $S^{B \times \Gamma} : B \times \Gamma \to (B \times \Gamma)^{op}$, $b \gamma \mapsto \gamma^{-1} b$, and all of these isomorphisms and the isomorphisms in Lemma 2.1.3 are compatible in a natural sense.

2.1.7. Definition. A $(B, \Gamma)$-Hopf algebroid is a $(B, \Gamma)$-algebra $A$ equipped with morphisms $\Delta : A \to A \otimes A$, $\epsilon : A \to B \times \Gamma$, and $S : A \to A^{co, op}$ such that the diagrams below commute.

$$\quad A \xrightarrow{\Delta} A \otimes A \xrightarrow{\Delta \otimes \text{id}} A \otimes A \otimes A, \quad (B \times \Gamma) \otimes A \xrightarrow{\Delta} A \xrightarrow{\epsilon \otimes \text{id}} A \otimes (B \times \Gamma), \quad \Delta \otimes \text{id} \quad \text{id} \otimes \epsilon$$
where the linear maps \( m, \tilde{m}, \tilde{r}, \tilde{s} \) are given by

\[
\tilde{m}(a \tilde{\otimes} a') = a' = \tilde{m}(a \tilde{\otimes} a'), \quad \tilde{r}(b) = r(b), \quad \tilde{s}(b) = s(b)
\]

for all \( a, a' \in A, b \in B, \gamma \in \Gamma \).

A morphism of \((B, \Gamma)\)-Hopf algebroids \((A, \Delta_A, \epsilon_A, S_A), (C, \Delta_C, \epsilon_C, S_C)\) is a morphism of \((B, \Gamma)\)-algebras \( \pi: A \to C \) such that

\[
\Delta_C \circ \pi = (\pi \otimes \pi) \circ \Delta_A, \quad \epsilon_C \circ \pi = \epsilon_A, \quad S_C \circ \pi = \pi \circ \epsilon_A.
\]

We denote the category of all \((B, \Gamma)\)-Hopf algebroids by \( \text{Hopf}_{(B, \Gamma)} \).

A \((B, \Gamma)\)-Hopf algebroid reduces to an \( h \)-Hopf algebra in the sense of [11] when \( h \) is a commutative Lie algebra, \( B \) is the algebra of meromorphic functions on the dual \( h^* \), and \( \Gamma = h^* \) acts by shifting the argument. Let us note that the axioms above can be weakened, see [11, Proposition 2.2], but our examples shall automatically satisfy the apparently stronger conditions above.

2.1.8. Example. A \((B, \Gamma)\)-algebra \( B \times \Gamma \) is a \((B, \Gamma)\)-Hopf algebroid, where \( \Delta(b) = b\gamma \otimes b\gamma, \epsilon(b) = b\gamma, \) and \( S(b) = \gamma^{-1} b \) for all \( b \in B, \gamma \in \Gamma \).

Let us comment on some straightforward properties of \((B, \Gamma)\)-Hopf algebroids:

2.1.9. Remarks. Let \((A, \Delta, \epsilon, S)\) be a \((B, \Gamma)\)-Hopf algebroid.

i) If \( \gamma \neq \gamma' \), then \( \epsilon(A_{\gamma, \gamma'}) = 0 \) because \( (B \times \Gamma)_{\gamma, \gamma'} = 0 \).

ii) We have \( \Delta(A)(1 \otimes A_{\epsilon, \epsilon}) = A \hat{\otimes} A = (A_{\epsilon, \epsilon} \otimes 1)\Delta(A) \), where \( A_{\epsilon, \epsilon} = \sum \gamma A_{\epsilon, \gamma} \) and \( A_{\epsilon, \epsilon} = \sum \gamma A_{\epsilon, \gamma} \). Indeed, by [15, Proposition 1.3.7],

\[
\sum (xS(y(1)) \otimes 1) \Delta(y(2)) = x \hat{\otimes} y = \sum \Delta(x(1))(1 \otimes S(x(2))y)
\]

for all \( x \in A_{\gamma, \gamma'}, y \in A_{\gamma', \gamma''}, \gamma, \gamma', \gamma'' \in \Gamma \), where \( \sum x(1) \hat{\otimes} x(2) = \Delta(x) \) and \( \sum y(1) \hat{\otimes} y(2) = \Delta(y) \).

\((B, \Gamma)\)-Hopf algebroids fit into the general definition of Hopf algebroids [4] as follows.

2.1.10. Remark. Let \((A, \Delta, \epsilon, S)\) be a \((B, \Gamma)\)-Hopf algebroid. Denote by \( \bullet \) and \( \epsilon \) the compositions of \( \epsilon: A \to B \times \Gamma \) with the linear maps \( B \times \Gamma \to B \) given by \( b\gamma \mapsto b \) and \( \gamma b \mapsto b \), respectively, and denote by \( \bullet \Delta \) and \( \Delta \) the compositions of \( \Delta \) with the natural inclusions \( A \hat{\otimes} A \to A \otimes B \) and \( A \otimes A \to A \otimes A \), respectively (see Remark 2.1.4).

i) The maps \( \epsilon, \epsilon: A \to B \) will in general not be homomorphisms, but satisfy

\[
\epsilon(ar(\epsilon(a'))) = \epsilon(aa') = \epsilon(as(\epsilon(a'))),
\]

\[
\epsilon(r(\epsilon(a))a') = \epsilon(aa') = \epsilon(s(\epsilon(a))a')
\]

for all \( a, a' \in A \). Indeed, since \( \epsilon(a) = \epsilon(a) \partial_a \) for all homogeneous \( a' \in A \),

\[
\epsilon(aa') \partial_{aa'} = \epsilon(a) \partial_a \epsilon(a') \partial_a
\]

\[
= \partial_a(\epsilon(a')) \epsilon(a) \partial_a \partial_a' = \epsilon(ar(\epsilon(a'))) \partial_{aa'}
\]

for all homogeneous \( a, a' \in A \), and the remaining equations follow similarly.
ii) One easily verifies that \((A, \Delta, \epsilon)\) and \((A, \Delta, \epsilon)\) are \(B\)-corings, \(A := (A, \Delta, \epsilon)\) is a left \(B\)-bialgebroid, and \(A := (A^\circ, \Delta, \epsilon)\) is a right \(B\)-bialgebroid in the sense of [4]. Using the relations \(\tilde{s} \circ \epsilon = s \circ \epsilon\) and \(\tilde{r} \circ \epsilon = r \circ \epsilon\), one further finds that \((A, A, S)\) is a Hopf algebroid over \(B\). To make the match with Definition 4.1 in [4], one has to take \(H, s_L, t_L, \Delta_L, \epsilon_L, s_R, t_R, \Delta_R, \epsilon_R, S\) equal to \(A, s, r, \Delta, \epsilon, s, \epsilon, \epsilon, \epsilon, S\), respectively.

Let \(B\) and \(C\) be commutative \(\Gamma\)-algebras with a left action of \(\Gamma\) and let \(\phi: B \to C\) be a \(\Gamma\)-equivariant homomorphism. We then obtain base change functors \(\phi_*: \text{Alg}(B, \Gamma) \to \text{Alg}(C, \Gamma)\) and \(\phi_*: \text{Hopf}(B, \Gamma) \to \text{Hopf}(C, \Gamma)\) as follows. Let \(A\) be a \((B, \Gamma)\)-algebra. Regard \(C\) as a \(B\)-module via \(\phi\), and \(A\) as a \(B\)-bimodule, where \(b \cdot a \cdot b' = r(b)a(\phi^{-1}(b'))\) for all \(b, b' \in B\), \(a \in A\). Then the vector space \(\phi_*(A) := C \otimes_B A \otimes C\) carries the structure of a \((C, \Gamma)\)-algebra such that

\[
(c \otimes a \otimes d)(c' \otimes a' \otimes d') = c\tilde{c}\phi(r)(c') \otimes a a' \otimes (\tilde{a}^{-1}) d d',
\]

\[
\partial_{c\tilde{a}a\tilde{d}d} = \partial_a, \quad (r \times s)(c \otimes c') = c \otimes 1 \otimes c' \quad \text{for all } c, c', d, d' \in C, a, a' \in A.
\]

Every morphism of \((B, \Gamma)\)-algebras \(\pi: A \to A'\) evidently yields a morphism of \((C, \Gamma)\)-algebras \(\phi_*(\pi): \phi_*(A) \to \phi_*(A')\), \(c \otimes a \otimes c' \to c \otimes c' \otimes c\), and the assignments \(A \mapsto \phi_*(A)\) and \(\phi \mapsto \phi_*(\pi)\) form a functor \(\phi_*: \text{Alg}(B, \Gamma) \to \text{Alg}(C, \Gamma)\).

2.1.1. Lemma. i) There exists a morphism of \((C, \Gamma)\)-algebras

\[
\phi^0: \phi_*(B \times \Gamma) \to C \times \Gamma, \quad c \otimes b \gamma \otimes c' \mapsto c \phi(b) \gamma c' = c \phi(b) \gamma(c')\gamma.
\]

ii) For all \((B, \Gamma)\)-algebras \(A, D\), there exists a unique morphism

\[
\phi^{(2)}_{A, D}: \phi_*(A \otimes D) \to \phi_*(A \otimes \phi_*(D)), \quad c \otimes (a \otimes d) \otimes c' \mapsto (c \otimes a \otimes 1) \otimes (1 \otimes d \otimes c').
\]

2.1.12. Proposition. Let \((A, \Delta, \epsilon, S)\) be a \((B, \Gamma)\)-Hopf algebroid. Then \(\phi_*(A)\) is \((C, \Gamma)\)-Hopf algebroid with respect to the morphisms

i) \(\Delta': \phi_*(A) \to \phi_*(A \otimes A) \otimes \phi_*(A)\), given by \(c \otimes a \otimes c' \mapsto a \otimes d \otimes c'\) whenever \(\Delta(a) = \sum_{i} a_i \otimes a_i' \otimes c'\);

ii) \(\epsilon': \phi_*(A) \to \phi_*(B \times \Gamma) \to C \times \Gamma\), given by \(c \otimes a \otimes c' \mapsto \sum_{i} c \phi(b_i) \gamma_i c'\) whenever \(\epsilon(a) = \sum_i b_i \gamma_i\);

iii) \(S': \phi_*(A) \to (\phi_*(A))^{co, \text{op}}\), given by \(c \otimes a \otimes c' \mapsto c' \otimes S(a) \otimes c\).

The assignments \((A, \Delta, \epsilon, S) \mapsto (\phi_*(A), \Delta', \epsilon', S')\) as above and \(\pi \mapsto \phi_*(\pi)\) evidently form a functor \(\phi_*: \text{Hopf}(B, \Gamma) \to \text{Hopf}(C, \Gamma)\).

The preceding definitions and results extend to \(\ast\)-algebras as follows. Assume that \(B\) is a \(\ast\)-algebra and that \(\Gamma\) preserves its involution.

A \((B, \Gamma)\)-\(\ast\)-algebra is a \((B, \Gamma)\)-algebra with an involution that is compatible with the grading and the involution on \(B\), and a morphism of \((B, \Gamma)\)-\(\ast\)-algebras is a morphism of \((B, \Gamma)\)-algebra that preserves the involution. We denote by \(\ast \text{-Alg}(B, \Gamma)\) the category of all
(B, Γ)-*-algebras. This subcategory of $\mathbf{Alg}_{(B, \Gamma)}$ is monoidal because the crossed product $B \rtimes \Gamma$ is a (B, Γ)-*-algebra with respect to the involution given by $(b\gamma)^* = \gamma^{-1}b^*$, and for all (B, Γ)-*-algebras A, C, the fiber product $A \tilde{\otimes} C$ is a (B, Γ)-*-algebra with respect to the involution given by $(a \tilde{\otimes} c)^* = a^* \tilde{\otimes} c^*$.

2.1.13. Definition. A (B, Γ)-Hopf *-algebroid is a (B, Γ)-Hopf algebroid $(A, \Delta, \epsilon, S)$ where A is a (B, Γ)-*-algebra and $\Delta$ and $\epsilon$ are morphisms of $(B, \Gamma)$-* algebras. A morphism of (B, Γ)-Hopf *-algebroids is a morphism of the underlying (B, Γ)-Hopf algebroid and (B, Γ)-*-algebras. We denote by $\mathbf{Hopf}_{(B, \Gamma)}^{*}$ the category of all (B, Γ)-Hopf *-algebroids.

2.1.14. Remark. If $(A, \Delta, \epsilon, S)$ is a (B, Γ)-Hopf *-algebroid, then $\ast S \circ \ast \circ S = id$; see [11, Lemma 2.9].

We denote by $\overline{A}$ the conjugate algebra of a complex algebra A: this is the set A with conjugated scalar multiplication and the same addition and multiplication. Thus, the involution of a *-algebra A is an automorphism $A \to \overline{A}^{op}$.

2.1.15. Lemma. The category $**\mathbf{Alg}_{(B, \Gamma)}$ has an automorphism $(-)^{\mathfrak{A}}$ such that for every (B, Γ)-*-algebra A and every morphism of (B, Γ)-*-algebras $\phi: A \to C$, 

$$(\overline{A})_{\gamma, \gamma'} = \overline{A}_{\gamma, \gamma'}^{\mathfrak{A}}$$

for all $\gamma, \gamma' \in \Gamma$, $r_A = r_A \circ \ast$, $s_A = s_A \circ \ast$, $\overline{\phi} = \phi$. Furthermore, $(-)^{\mathfrak{A}} \circ (-) = id$, $(-)^{\mathfrak{A}} \circ (-)^{\mathfrak{A}} = (-)^{\mathfrak{A}} \circ (-)$, $(-)^{\mathfrak{A}} \circ (-)^{\mathfrak{A}} = (-)^{\mathfrak{A}} \circ (-)^{\mathfrak{A}}$.

2.1.16. Remark. There exists an isomorphism $B \rtimes \Gamma \to B \rtimes \Gamma$, $b\gamma \mapsto b^*\gamma$, and for each pair of (B, Γ)-*-algebras A, C, there exists an isomorphism $A \tilde{\otimes} C \to \overline{A} \tilde{\otimes} C$, $a \tilde{\otimes} c \mapsto a \tilde{\otimes} c$.

Let also C be a commutative *-algebra with a left action of Γ and let $\phi: B \to C$ be a Γ-equivariant *-homomorphism. Then for every (B, Γ)-*-algebra A, the (C, Γ)-algebra $\phi_\ast(A)$ is a (C, Γ)-*-algebra with respect to the involution given by $(c \tilde{\otimes} a \tilde{\otimes} c')^* = (\partial^c_{\alpha})^{-1}(c)^* \tilde{\otimes} a^* \tilde{\otimes} \partial^c_{\alpha}(c')^*$, and we obtain a functor $\phi_\ast: **\mathbf{Alg}_{(B, \Gamma)} \to \mathbf{Alg}^{*}_{(C, \Gamma)}$. Likewise, we obtain a functor $\phi_\ast: \mathbf{Hopf}_{(B, \Gamma)}^{*} \to \mathbf{Hopf}^{*}_{(C, \Gamma)}$.

2.2. The case of a trivial base algebra. Assume for this subsection that $B = \mathbb{C}$ equipped with the trivial action of Γ. Then the category of all (C, Γ)-Hopf algebroids is equivalent to the comma category of all Hopf algebras over $\mathbb{C} \rtimes \Gamma$ as follows.

Recall that the group algebra $\mathbb{C} \rtimes \Gamma$ is a Hopf *-algebra with involution, comultiplication, counit and antipode given by $\gamma^* = \gamma^{-1}$, $\Delta_{\mathbb{C} \rtimes \Gamma}(\gamma) = \gamma \otimes \gamma$, $\epsilon_{\mathbb{C} \rtimes \Gamma}(\gamma) = 1$, $S_{\mathbb{C} \rtimes \Gamma}(\gamma) = \gamma^{-1}$ for all $\gamma \in \mathbb{C} \rtimes \Gamma$. Objects of the comma category $\mathbf{Hopf}_{\mathbb{C} \rtimes \Gamma}$ are pairs consisting of a Hopf algebra A and a morphism of Hopf algebras $A \to \mathbb{C} \rtimes \Gamma$, and morphisms from $(A, \pi_A)$ to $(C, \pi_C)$ are all morphisms $A \xrightarrow{\phi} C$ such that $\pi_C \circ \phi = \pi_A$. Likewise, we define the comma category $\mathbf{Hopf}^{*}_{\mathbb{C} \rtimes \Gamma}$ of Hopf *-algebras over $\mathbb{C} \rtimes \Gamma$.

Note that a (C, Γ)-algebra is just a $\Gamma \times \Gamma$-graded algebra and $A \tilde{\otimes} C = A \otimes C \subseteq A \otimes C$ for all (C, Γ)-algebras A, C. Moreover, $\mathbb{C} \rtimes \Gamma = \mathbb{C} \rtimes \Gamma$, and for every (C, Γ)-algebra A, the isomorphisms $(\mathbb{C} \rtimes \Gamma) \tilde{\otimes} A \xrightarrow{\phi} A \otimes A$ and $A \tilde{\otimes} (\mathbb{C} \rtimes \Gamma) \xrightarrow{\phi} A$ are equal to $\epsilon_{\mathbb{C} \rtimes \Gamma} \otimes id$ and $id \otimes \epsilon_{\mathbb{C} \rtimes \Gamma}$.

2.2.1. Lemma. Let $(A, \Delta, \epsilon, S)$ be a (C, Γ)-Hopf algebra and let $\epsilon' := \epsilon_{\mathbb{C} \rtimes \Gamma} \circ \epsilon: A \to \mathbb{C}$. The $(A, \Delta, \epsilon', S)$ is a Hopf algebra and $\epsilon: A \to \mathbb{C} \rtimes \Gamma$ is morphism of Hopf algebras.
Proof. The preceding observations easily imply that \((A, \Delta, \epsilon', S)\) is a Hopf algebra. To see that \(\epsilon\) is a morphism of Hopf algebras, use the fact that \(\Delta, \epsilon, S\) is \(\Gamma \times \Gamma\)-graded. □

2.2.2. Lemma. Let \((A, \Delta, \epsilon, S)\) be a Hopf algebra with a morphism \(\pi: A \to \mathbb{C} \Gamma\). Then \(A\) is a \((\mathbb{C}, \Gamma)\)-algebra with respect to the grading given by \(A_{\gamma, \gamma'} = \{a \in A : (\pi \otimes \text{id} \otimes \pi)(\Delta(a)) = \gamma \otimes a \otimes \gamma'\}\) for all \(\gamma, \gamma' \in \Gamma\), and \((A, \Delta, \pi, S)\) is a \((\mathbb{C}, \Gamma)\)-Hopf algebroid.

Proof. The formula above evidently defines a \(\Gamma \times \Gamma\)-grading on \(A\). Coassociativity of \(\Delta\) implies that \(\Delta(A) \subseteq A \otimes A\). The remark preceding Lemma 2.2.1 and the relation \(\epsilon_{\mathbb{C} \Gamma} \circ \pi = \epsilon\) imply \((\pi \otimes \text{id}) \circ \Delta = \text{id} \circ (\pi \otimes \pi) \circ \Delta\). Finally, in the notation of Definition 2.1.7, \(\tilde{m} \circ (S \otimes \text{id}) \circ \Delta = m \circ (S \otimes \text{id}) \circ \Delta = \epsilon = s \circ \pi\) and similarly \(\tilde{m} \circ (\text{id} \otimes S) \circ \Delta = \tilde{r} \circ \pi\). □

Putting everything together, one easily verifies:

2.2.3. Proposition. There exists an equivalence of categories \(\text{Hopf}^\Gamma_{(\mathbb{C}, \Gamma)} \xrightarrow{\text{F}} \text{Hopf}^\Gamma_{\mathbb{C} \Gamma}\), where \(\text{F}(A, \Delta, \epsilon, S) = ((A, \Delta, \epsilon_{\mathbb{C} \Gamma} \circ \epsilon, S), \epsilon), \text{F} \phi = \phi, \text{G}(A, \Delta, \epsilon, S), \pi) = (A, \Delta, \pi, S)\) with the grading on \(A\) defined as in Lemma 2.2.2, and \(\text{G} \phi = \phi\). Likewise, there exists an equivalence \(\text{Hopf}^\ast_{(\mathbb{C}, \Gamma)} \xrightarrow{\text{F}} \text{Hopf}^\ast_{\mathbb{C} \Gamma}\).

Let us next consider the base change from \(\mathbb{C}\) to a commutative algebra \(A\) along the unital inclusion \(\phi: \mathbb{C} \to A\) for a \((\mathbb{C}, \Gamma)\)-Hopf algebroid \((A, \Delta, \epsilon, S)\).

2.2.4. Remark. The action of \(\Gamma\) on \(A\) and the morphism \(\epsilon: A \to \mathbb{C} \Gamma\) turn \(A\) into a left module algebra over the Hopf algebra \((A \otimes \mathbb{C}, \epsilon_{\mathbb{C} \Gamma} \circ \epsilon, S)\), and \(\phi(A \otimes \mathbb{C}, \epsilon, S)\) coincides with the Hopf algebroids considered in [4, §3.4.6] and [10, Theorem 3.1], and is closely related to the quantum transformation groupoid considered in [14, Example 2.6].

Assume that \(C\) is an algebra of functions on \(\Gamma\) on which \(\Gamma\) acts by left translations.

2.2.5. Proposition. Define \(m: A \to \text{End}(A)\) and \(m_r, m_s: C \to \text{End}(A)\) by \(m(a')a = a'a, m_r(c)a = c(\partial^r_\gamma a), m_s(c)a = c(\partial^s_\gamma a)\) for all \(a, a' \in A\), \(c \in C\). Then there exists a homomorphism \(\lambda: \phi_\ast(A) \to \text{End}(A)\), \(c \otimes a \otimes c' \mapsto m_r(c)m(a)m_s(c')\), and \(\lambda\) is injective if \(aA_{\gamma, \gamma'} \neq 0\) for all non-zero \(a \in A\) and all \(\gamma, \gamma' \in \Gamma\).

Proof. First, note that
\[m(a')m_r(c)a = a'c(\partial^r_\gamma a) = c((\partial^r_\gamma)^{-1}\partial^r_{\gamma'a})a'a = m_r(\partial^r_{\gamma'a})m(a)a\]
and likewise \(m(a')m_s(c) = m_s(\partial^s_{\gamma'}(c))m(a')\) for all \(a, a' \in A\), \(c \in C\). The existence of \(\lambda\) follows. Assume that \(aA_{\gamma, \gamma'} \neq 0\) for all non-zero \(a \in A\) and all \(\gamma, \gamma' \in \Gamma\). Let \(d := \sum_i \epsilon_i \otimes a_i \otimes c'_i \in \phi_\ast(A)\) be non-zero, where all \(a_i\) are homogeneous. Identifying \(C \otimes A \otimes C\) with a space of \(A\)-valued functions on \(\Gamma \times \Gamma\) and using the assumption, we first find \(\gamma, \gamma' \in \Gamma\) such that \(a := \sum_i \epsilon_i(\partial^r_\gamma a_i \gamma)c'_i(\gamma')\) is non-zero, and then an \(a' \in A_{\gamma, \gamma'}\) such that \(\lambda(d)a' = a'd \neq 0\). □

2.2.6. Remark. Consider elements of \(C\) as functionals on \(\mathbb{C} \Gamma\) via \(c(\sum_i b_i \gamma_i) = \sum_i b_i c(\gamma_i)\). Then \(m_r(c)a = (c \circ \epsilon \otimes \text{id})(\Delta(a)), m_s(c)a = (\text{id} \otimes c \circ \epsilon)(\Delta(a))\) for all \(c \in C, a \in A\).

2.2.7. Example. Let \(G\) be a compact Lie group, \(\mathcal{O}(G)\) its Hopf algebra of representative functions [16, §1.2] and \(T \subseteq G\) a torus of rank \(d\). We now apply Proposition 2.2.5, where
• $A = \mathcal{O}(G)$, regarded as a Hopf $(C, \hat{T})$-algebroid as in Lemma 2.2.2 using the homomorphism $\pi: \mathcal{O}(G) \to \mathcal{O}(T)$ induced from the inclusion $T \subseteq G$, and the isomorphism $\mathcal{O}(T) \cong CT$,

• $C = Ut$ is the enveloping algebra of the Lie algebra $t$ of $T$, regarded as a polynomial algebra of functions on $\hat{T}$ such that $X(\chi) = \frac{d}{dt}t=0\chi(e(tX))$, where $e: t \to T$ denotes the exponential map.

If we regard $Ut$ as functionals on the algebra $\mathcal{O}\hat{T} \cong \mathcal{O}(T)$ as in Remark 2.2.6, then $X(f) = \frac{d}{dt}t=0f(e(tX))$ and hence $m_r, m_s: Ut \to \text{End}(\mathcal{O}(G))$ are given by

$$(m_r(X)a)(x) = \frac{d}{dt}t=0a(e(tX)x), \quad (m_s(X)a)(x) = \frac{d}{dt}t=0a(xe(tX))$$

for all $X \in t$, $a \in \mathcal{O}(G)$, $x \in G$. Thus $\lambda(\mathcal{O}(G)) \subseteq \text{End}(\mathcal{O}(G))$ is the algebra generated by multiplication operators for functions in $\mathcal{O}(G)$ and by left and right differentiation operators along $T \subseteq G$.

If $G$ is connected, then $\mathcal{O}(G)$ has no zero-divisors and hence $\lambda$ is injective as soon as for all $\chi, \chi' \in \hat{T}$, there exists some non-zero $a \in \mathcal{O}(G)$ such that $a(xyz) = \chi(x)a(y)\chi'(z)$ for all $x, y, z \in T$ and $y, z \in G$.

2.3. Intertwiners for $(B, \Gamma)$-algebras. In this subsection, we study relations of the form used to define the free orthogonal and free unitary dynamical quantum groups $A_0^B(\nabla, F)$ and $A_u^B(\nabla, F)$, and show that such relations admit a number of natural transformations. Conceptually, these relations express that certain matrices are intertwiners or morphisms of corepresentations, and the transformations correspond to certain functors of corepresentation categories. Although elementary, these observations provide short and systematic proofs for the main results in the following subsection.

Regard $M_n(B)$ as a subalgebra of $M_n(B \times \Gamma)$, and let $A$ be a $(B, \Gamma)$-algebra. Given a linear map $\phi: A \to C$ between algebras, we denote by $\phi_n: M_n(A) \to M_n(C)$ its entry-wise extension to $n \times n$-matrices.

2.3.1. Definition. A matrix $u \in M_n(A)$ is homogeneous if there exist $\gamma_1, \ldots, \gamma_n \in A$ such that $u_{ij} \in A_{\gamma_i \gamma_j}$ for all $i, j$. In that case, let $\partial_{\gamma_i} := \gamma_i$ for all $i$ and $\partial_{\gamma_i} := \text{diag}(\gamma_1, \ldots, \gamma_n) \in M_n(B \times \Gamma)$. An intertwiner for homogeneous matrices $u, v \in M_n(A)$ is an $F \in \text{GL}_n(B)$ satisfying $\partial_{\gamma_i}F\partial_{\gamma_i}^{-1} \in M_n(B)$ and $r_n(\partial_{\gamma_i}F\partial_{\gamma_i}^{-1})u = vs_n(F)$. We write such an intertwiner as $u \xrightarrow{F} v$ and let $\hat{F} := \partial_{\gamma_i}F\partial_{\gamma_i}^{-1}$ if $u, v$ are understood.

If $u \xrightarrow{F} v$ and $v \xrightarrow{G} w$ are intertwiners, then evidently so are $v \xrightarrow{F^{-1}} u$ and $u \xrightarrow{GF} w$.

2.3.2. Definition. We denote by $\mathcal{R}_n(A)$ the category of all homogeneous matrices in $M_n(A)$ together with their intertwiners as morphisms, and by $\mathcal{R}^n(A)$ and $\mathcal{R}^n_T(A)$ the full subcategories formed by all homogeneous $v$ in $\text{GL}_n(A)$ or $\text{GL}_n(A)^T$, respectively.

Evidently, $\mathcal{R}_n(A)$ is a groupoid, and the assignment $A \mapsto \mathcal{R}_n(A)$ extends to a functor from $(B, \Gamma)$-algebras to groupoids.

We shall make frequent use of the following straightforward relations.

2.3.3. Lemma. Let $u, v \in M_n(A)$ be homogeneous, $F \in M_n(B)$ and $\hat{F} = \partial_{\gamma_i}F\partial_{\gamma_i}^{-1}$. Then $\hat{F} \in M_n(B)$ $\Leftrightarrow$ $(F_{ij} = 0$ whenever $\partial_{\gamma_i} \neq \partial_{u_{ij}})$. 
Assume that these condition holds. Then \( \hat{F} = (\partial_{v,j}(F_{ij}))_{i,j} = (\partial_{u,j}(F_{ij}))_{i,j} \) and
\[
\hat{F}^T = \partial_u F^T \partial_v^{-1}, \quad (\partial_v F)^{-T} = F^{-T} \partial_u^{-1}, \quad (F \partial_u^{-1})^T = \partial_v F^{-T}.
\]
If \( B \) is a *-algebra and \( \Gamma \) preserves the involution, then \( \overline{\partial_v F} = \overline{\hat{F}} \partial_u^{-1} \) and \( \overline{F \partial_u} = \overline{\hat{F}}^{-1} F \).

Given \( u, v \in M_n(A) \) such that \( \partial_{u,v} = \partial_{v,u} \) for all \( i, k, j \), let \( u{\widehat{\otimes}}v := (\sum_k u_{ik} {\widehat{\otimes}} v_{kj})_{i,j} \in M_n(A \hat{\otimes} A) \).

### 2.3.4. Lemma
There exist functors
\[
\begin{align*}
\epsilon : R_n(A) &\to R_n(B \times \Gamma), & u \mapsto \partial_u, & (u \xrightarrow{F} v) \mapsto (\partial_u \xrightarrow{F} \partial_v), \\
\Delta : R_n(A) &\to R_n(A \hat{\otimes} A), & u \mapsto u{\widehat{\otimes}}u, & (u \xrightarrow{F} v) \mapsto (u{\widehat{\otimes}}u \xrightarrow{F} v{\widehat{\otimes}}v), \\
(-)^{op} : R_n(A) &\to R_n(A^{op}), & u \mapsto u^{op} := u, & (u \xrightarrow{F} v) \mapsto (u^{op} \xrightarrow{F} v^{op}),
\end{align*}
\]
and \( \partial_{u{\widehat{\otimes}}u} = \partial_u \), \( \partial^{op} = \partial_u^{-1} \) for all \( u \in R_n(A) \).

**Proof.** For each \( u \in R_n(A) \), the matrices \( \partial_u, u{\widehat{\otimes}}u, u^{op} \) evidently are homogeneous, and for every intertwiner \( u \xrightarrow{F} v \), Lemma 2.3.3 implies
\[
\begin{align*}
r_n(\hat{F})u{\widehat{\otimes}}u &\equiv vs_n(F){\widehat{\otimes}}u = v{\widehat{\otimes}}r_n(\hat{F})u = v{\widehat{\otimes}}vs_n(F), \\
r_n(\partial^{op}_u \hat{F} \partial_u^{-1}) u^{op} &\equiv r_n(F)^{op} u^{op} = (r_n(\hat{F}))^{op} = v^{op} s_n(\hat{F})^{op}.
\end{align*}
\]
Functoriality of the assignments is evident. \( \square \)

### 2.3.5. Lemma
There exist contravariant functors
\[
\begin{align*}
(-)^{T,co} : R_n(A) &\to R_n(A^{co}), & u \mapsto u^{T,co} := u^T, & (u \xrightarrow{F} v) \mapsto (v^{T,co} \xrightarrow{F^T} u^{T,co}), \\
(-)^{-co} : R_n(A) &\to R_n(A^{co}), & u \mapsto u^{-co} := u^{-1}, & (u \xrightarrow{F} v) \mapsto (v^{-co} \xrightarrow{F^{-1}} u^{-co}),
\end{align*}
\]
and \( \partial^{T,co} = \partial_u \) and \( \partial_{u^{-co}} = \partial_u^{-1} \) for all \( u \).

**Proof.** If \( u \in R_n(A) \), then \( u^{T,co} \) evidently is homogeneous as claimed. Assume \( u \in R_n(A) \). We claim that \( u^{-co} \) is homogeneous and \( \partial^{T,co} = \partial_u^{-1} \). For each \( i, j \), let \( w_{ij} \) be the homogeneous part of \( (u^{-1})_{ij} \) of degree \( \delta_{u,j}^{i,1}, \delta_{u,j}^{-1} \). Then \( \sum_i u_{il}(u^{-1})_{lj} \) is homogeneous of degree \( \delta_{u,i}^{j,1}, e \) and coincides with the homogeneous part of the sum \( \sum_i u_{il}(u^{-1})_{lj} \) of the same degree for each \( i, j \). Hence, \( uw = uu^{-1} \) and the claim follows.

Let \( u \xrightarrow{F} v \) be an intertwiner. Using Lemma 2.3.3, one easily verifies that
\[
\begin{align*}
s_n(\partial^{T,co}_u F^T \partial_u^{-1}) v^T &\equiv s_n(F)^T v^T = (vs_n(F))^T = (r_n(F)u)^T = u^T r_n(F^T), \\
s_n(\partial^{T,co}_u \hat{F} \partial_u^{-1}) v^{-1} &\equiv s_n(F^{-1}) v^{-1} = u^{-1} r_n(\hat{F}^{-1}).
\end{align*}
\]
Finally, functoriality of the assignments is easily checked. \( \square \)
Forming suitable compositions, we obtain further co- or contravariant functors

\((-\co)\co T = (-)^{\co\co} : R^\times_n(A) \to R^\times_n(T(A))
\)

\((u \mapsto u^{-T} := (u^{-1})^T,
\)

\((u \xrightarrow{F} v) \mapsto (u^{-T} \xrightarrow{F^{-1}} v^{-T})
\)

\((-\co)\co T = (-)^\co\co : R^\times_n(T(A)) \to R^\times_n(A),
\)

\((u \mapsto u^{-\co} := (u^{-1})^\co,
\)

\((u \xrightarrow{F} v) \mapsto (u^{-\co} \xrightarrow{F^{-1}} v^{-\co})
\)

and

\((-)\co\op = (-)^\co \circ (-)^\op : R^\times_n(A) \to R_n(A^{\co\op}),
\)

\((u \mapsto (u^{-\co})^\op,
\)

\((u \xrightarrow{F} v) \mapsto (u^{-\co} \xrightarrow{F^{-1}} v^{-\co})
\)

where \(\partial_{u^{-\co}} = \partial_{u}\) and \(\partial_{u^{-T}} = \partial_{u^{-1}} = \partial_{u^{-1}}\) for all \(u\).

2.3.6. Lemma. The following relations hold:

i) \((-)^\op \circ (-)^{-T} = (-)^{-1} \circ (-)^{\op},
\)

ii) \((-)^{-T} \circ (-)^{\op} = (-)^{\op} \circ (-)^{-1},
\)

iii) \((-)^{-T} \circ \Delta = \Delta \circ (-)^{-T},
\)

iv) \((-)^{-T} \circ (-)^{-\co\op} = (-)^{-\co\op} \circ (-)^{-T}.
\)

Proof. i) We first check that the compositions agree on objects. Let us write \(v^{\op}\) if we regard \(v \in M_n(A)\) as an element of \(M_n(A^{\op})\). Then map \(M_n(A) \to M_n(A^{\op})\) given by \(v \mapsto (v^T)^{\op} = (v^{\op})^T\) is an antihomomorphism and hence \((v^{-1})^{\op} = (v^{\op})^{-1} = (v^{-1})^{-\co}\)

for all \(v \in GL_n(A)\). The compositions also agree on morphisms because for every intertwiner \(u \xrightarrow{F} v\), we have \(\partial_{v^{-T}}(\partial_v F \partial_u^{-1})^{-T} \partial_{u^{-1}} = \partial_v^{-T} \partial_u F^{-T} \partial_u^{-1} \partial_u = F^{-T}\).

ii) This equation follows similarly like i).

iii) Let \(u \in R^\times_n(A)\). Then \((u^{-T})^\co u^{-T} = u^{-T} u^{-T}\) because

\[\sum_k (u^{-T} u^{-T})_{jk} = \sum_{k,l,m} u_{il}(u^{-1})_{mj} u_{lk}(u^{-1})_{km} = \delta_{ij} 1 \otimes 1.\]

and similarly \(\sum_k (u^{-T} u^{-T})_{kj} = \delta_{ij} 1 \otimes 1\). For morphisms, we have nothing to check because \(\partial_u^{\op} = \partial_u\).

iv) This equation follows from the relation \((-)^{-T} \circ (-)^{\op} \circ (-)^{-\co} = (-)^{\op} \circ (-)^{-1} \circ (-)^{-\co} = (-)^{\op} \circ (-)^{-\co\op} \circ (-)^{-T}.
\)

Assume for a moment that \((A, \Delta, \epsilon, S)\) is a Hopf \((B, \Gamma)\)-algebroid.

2.3.7. Definition. A matrix corepresentation of \((A, \Delta, \epsilon, S)\) is a \(v \in R_n(A)\) for some \(n \in \mathbb{N}\) satisfying \(\Delta_n(v) = v \otimes v, \epsilon_n(v) = \partial_v, S_n(v) = v^{-1}\).

2.3.8. Lemma. If \(v \xrightarrow{F} w\) is a morphism in \(R_n(A)\) and \(v\) is a matrix corepresentation, then so is \(w\).

Proof. Applying the morphisms \(\Delta, \epsilon, S\) and the functors \(\Delta, \epsilon, (-)^{-\co\op}\) to \(v \xrightarrow{F} w\) or its inverse, we get intertwiners \(w \otimes v \xrightarrow{F^{-1}} v \otimes v = \Delta_n(v) \xrightarrow{F} \Delta_n(w), \partial_w \xrightarrow{F^{-1}} \partial_v = \epsilon_n(v) \xrightarrow{F} \epsilon_n(w)\) and \(w^{-\co\op} \xrightarrow{F^{-1}} v^{-\co\op} = S_n(v) \xrightarrow{F} S_n(w)\).
Let us now discuss the involutive case.

Given a \(*\)-algebra \(C\) and a matrix \(v \in M_n(C)\), we write \(\pi := (v^*_{i,j})_{i,j} = (v^*)^T\).

Assume that \(B\) is a \(*\)-algebra, that \(\Gamma\) preserves the involution, and that \(A\) is a \((B, \Gamma)\)-algebra. Then there exists an obvious functor \(\mathcal{R}_n(A) \rightarrow \mathcal{R}_n(\hat{A})\), given by \(u \mapsto u\) and \((u \xrightarrow{F} v) \mapsto (u \xrightarrow{\overline{F}} v)\). Composition with \((-)_{\op}\) gives a functor

\[
(-)_{\op}: \mathcal{R}_n(A) \rightarrow \mathcal{R}_n(\hat{A})_{\op}, \quad u \mapsto u_{\op} := u^*, \quad (u \xrightarrow{F} v) \mapsto (u_{\op} \xrightarrow{\overline{F}} v_{\op}),
\]

and \(\partial_u u_{\op} = \partial_u^{-1}\) for all \(u\). For later use, we note the following relation.

2.3.9. Lemma. Let \(u^{-1} \xrightarrow{F} v\) be an intertwiner in \(\mathcal{R}_n^\times(A) \cap \mathcal{R}_n^\times(T)(A)\). Then \((u_{\op})^{-1} \xrightarrow{\overline{F}} v_{\op}\) is an intertwiner in \(\mathcal{R}_n^\times(A_{\op}) \cap \mathcal{R}_n^\times(T)(A_{\op})\).

Proof. Subsequent applications of the functors \((-)_{\op}\), \((-)^{-1}\) yield intertwiners \((u^{-1} \xrightarrow{F} v)_{\op} = (u_{\op})^{-1} \xrightarrow{\overline{F}} v_{\op}\) and \((u_{\op})^{-1} \xrightarrow{\overline{F}} v_{\op}\).

Finally, assume that \(A\) is a \((B, \Gamma)\)-\(*\)-algebra. Then there exists a functor

\[
(-)^{\ast, \co} : \mathcal{R}_n(A) \rightarrow \mathcal{R}_n(A_{\co}) , \quad u \mapsto u^{\ast, \co} := u^*, \quad (u \xrightarrow{F} v) \mapsto (v^{\ast, \co} \xrightarrow{\overline{F}} u^{\ast, \co}),
\]

because \(s_n(F^*)v^* = u^*s_n(\overline{F^*})\) for every intertwiner \(u \xrightarrow{F} v\), and \(\partial_{u^{\ast, \co}} = \partial_u^{-1}\). Composing with \((-)^{\ast, \co}\) for \(A_{\co}\) and with \((-)^{-1}\), respectively, we get functors

(1) \(\overline{(-)}: \mathcal{R}_n(A) \rightarrow \mathcal{R}_n(A), \quad u \mapsto \pi = (u_{i,j}^*), \quad (u \xrightarrow{F} v) \mapsto (\overline{\pi} \xrightarrow{\overline{F}} \pi),\)

(2) \(\mathcal{R}_n(A) \rightarrow \mathcal{R}_n(A), \quad u \mapsto \pi = \pi^{-1} = \overline{u^{-1}}, \quad (u \xrightarrow{F} v) \mapsto (\pi^{-1} \xrightarrow{\overline{F}} \pi^{-1}).\)

2.4. The free orthogonal and free unitary dynamical quantum groups. Using the preparations of the last subsection, we now show that the algebras \(A_n(B, \nabla, F)\) and \(A_n^B(\nabla, F)\) are \((B, \Gamma)\)-Hopf algebroids as claimed in the introduction.

Let \(B\) be a commutative algebra with an action of a group \(\Gamma\) as before, and let \(\gamma_1, \ldots, \gamma_n \in \Gamma\) and \(\nabla = \text{diag}(\gamma_1, \ldots, \gamma_n) \in M_n(B \rtimes \Gamma)\).

Let \(F \in \text{GL}_n(B)\) be \(\nabla\)-odd in the sense that \(\nabla F \nabla^{-1} \in M_n(B)\). The first definition and theorem in the introduction can be reformulated as follows.

2.4.1. Definition. The free orthogonal dynamical quantum group over \(B\) with parameters \((\nabla, F)\) is the universal \((B, \Gamma)\)-algebra \(A_n^B(\nabla, F)\) with a \(v \in \mathcal{R}_n^\times(A_n^B(\nabla, F))\) such that \(\partial_v = \nabla\) and \(v^{-1} \xrightarrow{F} v\) is an intertwiner.

2.4.2. Theorem. The \((B, \Gamma)\)-algebra \(A_n^B(\nabla, F)\) can be equipped with a unique structure of a \((B, \Gamma)\)-Hopf algebroid such that \(v\) becomes a matrix corepresentation.

Proof. The existence of morphisms \(\Delta: A \rightarrow A \otimes A\), \(\epsilon: A \rightarrow B \rtimes \Gamma\), \(S: A \rightarrow A_{\co, \op}\) satisfying \(\Delta_n(v) = v \overline{\nabla}v\), \(\epsilon_n(v) = \nabla\), \(S_n(v) = v^{-1}\) follows from the universal property of \(A\) and the relations

\[
\Delta(v^{-1} \xrightarrow{F} v) = ((v \overline{\nabla}v)^{-1} \xrightarrow{\overline{F}} v \overline{\nabla}v), \quad \epsilon(v^{-1} \xrightarrow{F} v) = (\nabla^{-1} \xrightarrow{\overline{F}} \nabla), \quad (v^{-1} \xrightarrow{F} v)^{-\co, \op} = (v_{\co, \op}^{-1} \xrightarrow{F^{-1}} (v_{\co, \op}^{-1})^{-1}).
\]
see Lemma 2.3.5 and 2.3.6. Straightforward calculations show that \((A, \Delta, \epsilon, S)\) is a \((B, \Gamma)\)-Hopf algebroid. □

2.4.3. Remarks. i) In the definition of \(A^B_0(\nabla, F)\), we may evidently assume that \(\Gamma\) is generated by the diagonal components \(\gamma_1, \ldots, \gamma_n\) of \(\nabla\).

ii) Denote by \(B_0 \subseteq B\) the smallest \(\Gamma\)-invariant subalgebra containing the entries of \(F\) and \(F^{-1}\), and by \(\nu: B_0 \rightarrow B\) the inclusion. Then there exists an obvious isomorphism \(A^B_0(\nabla, F) \cong \nu_* A^B_0(\nabla, F)\).

iii) Let \(H \in \text{GL}_n(B)\) be \(\nabla\)-even and \(\hat{H} = \nabla H \nabla^{-1}\). Then there exists an isomorphism \(A^B_0(\nabla, H F H^\dagger) \rightarrow A^B_0(\nabla, F)\) of \((B, \Gamma)\)-Hopf algebroids whose extension to matrices sends \(v \in A^B_0(\nabla, H F H^\dagger)\) to \(w := \nu(H) v \nu(H)^{-1} \in A^B_0(\nabla, F)\). Indeed, there exists such a morphism of \((B, \Gamma)\)-algebras because in \(A^B_0(\nabla, F)\), we have intertwiners \(v \xrightarrow{H} w, \quad v^{-T} \xrightarrow{H^{-T}} w^{-T}\) and \(v^{-T} \xrightarrow{F} v\), whence \(w^{-T} \xrightarrow{H F H^\dagger} w\), and this morphism is compatible with \(\Delta, \epsilon, S\) because \(w\) is a matrix corepresentation by Lemma 2.3.8. A similar argument yields the inverse of this morphism.

Assume that \(B\) carries an involution which is preserved by \(\Gamma\), and let \(F \in \text{GL}_n(B)\) be self-adjoint and \(\nabla\)-even in the sense that \(\nabla F \nabla^{-1} \in \text{M}_n(B)\). The second definition and theorem in the introduction can be reformulated as follows.

2.4.4. Definition. The free unitary dynamical quantum group over \(B\) with parameters \((\nabla, F)\) is the universal \((B, \Gamma)*\)-algebra \(A^B_u(\nabla, F)\) with a unitary \(u \in \mathcal{R}^\times_n(A^B_u(\nabla, F))\) such that \(\partial_u = \nabla\) and \((v^{-T})^{-1} \xrightarrow{F} v\) is an intertwiner.

2.4.5. Theorem. The \(*\)-algebra \(A^B_u(\nabla, F)\) can be equipped with a unique structure of a \((B, \Gamma)\)-Hopf \(*\)-algebroid such that \(v\) becomes a matrix corepresentation.

To prove this result, we introduce an auxiliary \((B, \Gamma)\)-algebra which does not involve the involution on \(B\).

2.4.6. Definition. We denote by \(A^B_{u\bar{u}}(\nabla, F)\) the universal \((B, \Gamma)\)-algebra with \(v, w \in \mathcal{R}^\times_n(A)\) such that \(\partial_v = \nabla\), \(\partial_w = \nabla^{-1}\) and \(v^{-T} \frac{1}{w} w^{-T} \xrightarrow{F} v\) are intertwiners.

Using the same techniques as in the proof of Theorem 2.4.2, one finds:

2.4.7. Proposition. The \((B, \Gamma)\)-algebra \(A^B_{u\bar{u}}(\nabla, F)\) can be equipped with a unique structure of a \((B, \Gamma)\)-Hopf algebroid such that \(v\) and \(w\) become matrix corepresentations.

2.4.8. Proposition. The \((B, \Gamma)\)-algebra \(A^B_u(\nabla, F)\) can be equipped with an involution such that it becomes a \((B, \Gamma)\)-Hopf \(*\)-algebroid and \(w = \bar{v}\).

Proof. Let \(A := A^B_u(\nabla, F)\). By Lemma 2.3.9, we have intertwiners \((w^{\text{opt}})^{-T} \xrightarrow{\nu^{\text{opt}}} \nu^{\text{opt}}\) and \((v^{\text{opt}})^{-T} \xrightarrow{F^{\text{opt}}} \nu^{\text{opt}}\). The universal property of \(A\) yields a homomorphism \(j: A \rightarrow \overline{A^{\text{opt}}}\) satisfying \(j_n(v) = w^{\text{opt}}\) and \(j_n(w) = v^{\text{opt}}\). Composition of \(j\) with the canonical map \(\overline{A^{\text{opt}}} \rightarrow A\) yields the desired involution, which is easily seen to be compatible with the comultiplication and counit. □

Theorem 2.4.5 now is an immediate corollary to the following result:

2.4.9. Theorem. There exists a unique \(*\)-isomorphism \(A^B_0(\nabla, F) \rightarrow A^B_0(\nabla, F)\) whose extension to matrices sends \(u\) to \(v\).
Proof. One easily verifies that the universal properties of \( A := A_u^B(\nabla, F) \) and \( A' := A_u^B(\nabla, F) \) yield homomorphisms \( A \to A' \) and \( A' \to A \) whose extensions to matrices satisfy \( u \mapsto v \) and \( v \mapsto u, w \mapsto \bar{u} \), respectively. \( \square \)

The following analogues of Remarks 2.4.3 apply to \( A_u^B(\nabla, F) \):

2.4.10. Remarks. i) We may assume that \( \Gamma \) is generated by the diagonal components of \( \nabla \), and if \( \iota: B_0 \rightarrow B \) denotes the inclusion of the smallest \( \Gamma \)-invariant \(*\)-subalgebra containing the entries of \( F \) and \( F^{-1} \), then \( A_u^B(\nabla, F) \cong \iota_* A_u^B(\nabla, F) \).

ii) Let \( H \in \text{GL}_n(B) \) be \( \nabla \)-even and unitary, and let \( \bar{H} = \nabla H \nabla^{-1} \). Then there exists an isomorphism \( A_u^B(\nabla, HFH^*) \cong A_u^B(\nabla, F) \) of \( (B, \Gamma) \)-Hopf algebroids whose extension to matrices sends the matrix \( u \in A_u^B(\nabla, HFH^*) \) to \( z := r_n(\bar{H})u s_n(H)^{-1} \in A_u^B(\nabla, F) \). Indeed, there exists such a morphism of \( (B, \Gamma) \)-algebras because \( z \) is a product of unitaries and in \( A_u^B(\nabla, F) \), we have intertwiners \( u \xrightarrow{H} z, \bar{u}^{-T} \xrightarrow{H^*} \bar{z}^{-T} \) by (2), and \( \bar{u}^{-T} \xrightarrow{F} u \), whence \( \bar{z}^{-T} \xrightarrow{HFH^*} z \), and this morphism is compatible with \( \Delta, \epsilon, S \) because \( z \) is a matrix corepresentation by Lemma 2.3.8. A similar argument yields the inverse of this morphism.

We finally consider involutions on certain quotients of \( A_u^B(\nabla, F) \).
Assume that \( F, G \in \text{GL}_n(B) \) are \( \nabla \)-odd and \( GF^* = FG^* \). Let \( Q := G(\nabla G) \).

2.4.11. Definition. The free orthogonal dynamical quantum group over \( B \) with parameters \( (\nabla, F, G) \) is the universal \( (B, \Gamma) \)-algebra \( A_u^B(\nabla, F, G) \) with a \( v \in \mathbb{R}^+_n(A) \) such that \( \partial_v = \nabla \) and \( v^{-T} \xrightarrow{F} v \) and \( v \xrightarrow{Q} v \) are intertwiners.

The algebra \( A_u^B(\nabla, F, G) \) depends only on \( Q \) and not on \( G \), but shall soon be equipped with an involution that does depend on \( G \).

Evidently, there exists a canonical quotient map \( A_u^B(\nabla, F) \to A_u^B(\nabla, F, G) \), and

\[
A_u^B(\nabla, F, G) \cong A_u^B(\nabla, F)/(r(q) - s(q)) \quad \text{if} \quad Q = \text{diag}(q, \ldots, q),
\]

\[
A_u^B(\nabla, F, G) \cong A_u^B(\nabla, F)/(r(q_i) - s(q_j)) \quad \text{if} \quad Q = \text{diag}(q_1, \ldots, q_n),
\]

because in the second case \( (r_n(\hat{Q})v)_{ij} = r_n(\gamma_i(q_i))v_{ij} = v_{ij} r_n(q_i) \) and \( v s_n(Q)_{ij} = v_{ij} s_n(q_j) \) in \( A_u^B(\nabla, F) \) for all \( i, j \).

2.4.12. Theorem. The \( (B, \Gamma) \)-algebra \( A_u^B(\nabla, F, G) \) can be equipped with a unique structure of a \( (B, \Gamma) \)-Hopf \(*\)-algebroid such that \( \hat{v} \xrightarrow{G} v \) becomes an intertwiner and \( v \) a matrix corepresentation.

Proof. The existence of \( \Delta, \epsilon, S \) follows similarly as in the case of \( A_u^B(\nabla, F) \); one only needs to observe that additionally, application of the functors \( \Delta, \epsilon \) and \( (-)^{\text{co,op}} \) to the intertwiner \( v \xrightarrow{Q} v \) yield intertwiners \( v \hat{\Delta} v \xrightarrow{Q} v \hat{\Delta} v \), \( \nabla \xrightarrow{Q} \nabla \) and \( (v^{-1})^{\text{co,op}} \xrightarrow{Q} (v^{-1})^{\text{co,op}} \).
Let us prove existence of the involution. Let \( w := r_n(\nabla G \nabla)^{-1} v s_n(G) \). Then there exist intertwiners \( w \xrightarrow{G} v \) and
\[
(v \xrightarrow{G^{-1}} w) \circ (v \xrightarrow{G} v) = (v \xrightarrow{\nabla G \nabla} w),
\]
\[
(v \xrightarrow{\nabla G \nabla} w) \xrightarrow{G} (w \xrightarrow{G} v) = (w \xrightarrow{G} v) \circ (w \xrightarrow{G^{-1}} v) = (w \xrightarrow{G} v)
\]
where we used Lemma 2.3.5 in the last line. The universal property of \( A := A_0^B(\nabla, F, G) \) therefore yields a homomorphism \( j: A \to A^{op} \) such that \( j_n(v) = w^{op} \), and this \( j \) corresponds to a conjugate-linear antihomomorphism \( A \to A, a \mapsto a^* \). To see that the map \( a \mapsto a^* \) is involutive, we only need to check \( \overline{w} = v \). The functor \((-)\) of (1) applied to \( w \xrightarrow{G} v \) yields \( \overline{w} \xrightarrow{\nabla G \nabla} \overline{v} = w \), and composition with \( w \xrightarrow{G} v \) gives \( \overline{w} \xrightarrow{G} v \). Hence, \( \overline{w} = v \).

Finally, the involution is compatible with the comultiplication and counit because \( w \) is a matrix corepresentation by Lemma 2.3.8.

2.4.13. Remarks. i) The canonical quotient map from \( A_0^B(\nabla, F) \) to \( A_0^B(\nabla, F, G) \) is a morphism of \((B, \Gamma)\)-Hopf algebroids.

ii) Analogues of Remarks 2.4.3 and 2.4.10 apply to \( A_0^B(\nabla, F, G) \).

iii) Note that \( A_0^B(\nabla, F, G) \) is the universal \((B, \Gamma)\)-\(*\)-algebra with a \( v \in R_n^\times(A) \) such that \( \partial_v = \nabla \) and \( v^{-T} F v \) and \( v \xrightarrow{G} v \) are intertwiners. Indeed, the composition of \( v \xrightarrow{G} v \) with its image under the functor \((-)\) in (1) yields \( v \xrightarrow{G} v \).

iv) If \( H \in \text{GL}_n(B) \) satisfies \( \nabla H \nabla^{-1} \in M_n(B) \) and \( H^T H \in \mathbb{C} \cdot \text{G}^{-1} F \). Then \( u := r_n(H^{-1}) v s_n(\nabla^{-1} H \nabla) \) is a unitary matrix corepresentation whose entries generate \( A_0^B(\nabla, F, G) \) as a \((B, \Gamma)\)-algebra. Indeed, \( u \xrightarrow{\nabla^{-1} H \nabla} v \) is an intertwiner, and applying \((-)\) and \((-)^{-T} \), respectively, we get \( \overline{u} \xrightarrow{\nabla^{-1} H \nabla} \overline{v} \xrightarrow{G} v \xrightarrow{F^{-1}} v^{-T} \xrightarrow{H^T} u^{-T} \) which is scalar by assumption so that \( \overline{u} = u^{-T} \).

We finally consider a simple example; a more complex one is considered in §2.6.

2.4.14. Example. Equip \( \mathbb{C}[X] \) with an involution such that \( X^* = X \) and an action of \( Z \) such that \( X \xrightarrow{k} X - k \) for all \( k \in Z \), and let \( \gamma_1 = 1, \gamma_2 = -1 \), \( \nabla = \text{diag}(\gamma_1, \gamma_2) \) and \( F = G = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \). Then \( A_0^{\mathbb{C}[X]}(\nabla, F, G) \cong \iota_* (A_0^\mathbb{C}(\nabla, F, G)) \), where \( \iota: \mathbb{C} \to \mathbb{C}[X] \) is the canonical map.

The algebra \( A_0^\mathbb{C}(\nabla, F, G) \) equipped with \( \Delta, \epsilon_{\mathbb{C}^*} \circ \epsilon, S \) is a Hopf \(*\)-algebra by Lemma 2.2.1. It is generated by the entries of a unitary matrix \( v \) which satisfies \( \overline{v} = G^{-1} v G \) and...
therefore has the form $v = \left( \begin{array}{cc} \alpha & -\gamma^* \\ \gamma & \alpha^* \end{array} \right)$. The relations $vv^* = 1 = v^*v$ then imply that $\alpha, \alpha^*, \gamma, \gamma^*$ commute and $\alpha \alpha^* + \gamma \gamma^* = 1$. Therefore, $A^c_\alpha(\nabla, F, G)$ is isomorphic to the Hopf algebra $\mathcal{O}(SU(2))$ of representative functions on $SU(2)$.

The algebra $A^c_\alpha(\nabla, F, G) \cong \psi(A^c_\alpha(\nabla, F, G))$ can be identified with the subalgebra of $\text{End}(\mathcal{O}(SU(2)))$ generated by multiplication operators associated to elements of $\mathcal{O}(SU(2))$ and left or right invariant differentiation operators along the diagonal torus in $SU(2)$; see Example 2.2.7.

2.5. The square of the antipode and the scaling character groups. The square of the antipode on the free dynamical quantum groups $A^B(\nabla, F)$, $A^B(\nabla, F)$, $A^B(\nabla, F, G)$ can be described in terms of certain character groups as follows.

Recall the isomorphisms of Lemma 2.1.3 iii) and the anti-automorphism $S^B \rtimes \Gamma$ of $B \rtimes \Gamma$ given by $b \gamma \mapsto \gamma^{-1} b$.

2.5.1. Definition. Let $(A, \Delta, \epsilon, S)$ be a $(B, \Gamma)$-Hopf algebroid. A character group on $A$ is a family of morphisms $\theta = (\theta(k) : A \to B \rtimes \Gamma)_{k \in \mathbb{Z}}$ satisfying $(\theta(k) \otimes \theta(l)) \circ \Delta = \theta(k+l)$, $\theta(0) = \epsilon$ and $\theta(k) \circ S = S^B \rtimes \Gamma \circ \theta(-k)$ for all $k, l \in \mathbb{Z}$. We call a character group $\theta$ scaling if $S^2 = (\theta(1) \otimes \text{id} \otimes \theta(-1)) \circ \Delta(2)$, where $\Delta(2) = (\Delta \otimes \text{id}) \circ \Delta = (\Delta \otimes \Delta) \circ \Delta$.

We construct scaling character groups using intertwiners of the form $u \xrightarrow{H} S^2_n(u)$ for suitable matrix corepresentations $u$.

2.5.2. Lemma. Let $(A, \Delta, \epsilon, S)$ be a $(B, \Gamma)$-Hopf algebroid, let $\theta = (\theta(k) : A \to B \rtimes \Gamma)_{k \in \mathbb{Z}}$ be a family of morphisms satisfying $(\theta(k) \otimes \theta(l)) \circ \Delta = \theta(k+l)$ for all $k, l \in \mathbb{Z}$, and let $u \in \mathcal{R}_n^\alpha(A)$ be a matrix corepresentation.

i) $S^2_n(u) = (u^{-T})^{-T}$.

ii) Let $H = \partial_u^{-1} \theta^{(1)}(u)$. Then $H \in \text{GL}_n(B)$, $\partial_u H \partial_u^{-1} \in M_n(B)$ and $\theta^{(k)}(u) = \partial_u H^k$ for all $k \in \mathbb{Z}$.

iii) $\theta^{(0)}(u) = \epsilon_n(u)$ and $\theta^{(k)}(S(u)) = S^B \rtimes \Gamma(\theta^{(-k)}(u))$ for all $k \in \mathbb{Z}$.

iv) $S^2_n(u) = ((\theta^{(1)} \otimes \text{id} \otimes \theta^{(-1)}) \circ \Delta(2))_n(u)$ if and only if $u \xrightarrow{H} S^2_n(u)$ is an intertwiner.

Proof. i) The map $M_n(A) \to M_n(A)$ given by $x \mapsto S_n(x)^T$ is an antihomomorphism and therefore preserves inverses. Hence, $S^2_n(u) = S_n(u^{-T})^{-T} = (S_n(u)^T)^{-T} = (u^{-T})^{-T}$.

ii) Since each $\theta(k)$ preserves the grading, there exists a family $(H_k)_{k \in \mathbb{Z}}$ of elements of $\text{GL}_n(B)$ satisfying $\partial_u H_k \partial_u^{-1} \in M_n(B)$ and $\theta^{(k)}(u) = \partial_u H_k$ for all $k \in \mathbb{Z}$. The assumption on $\theta$ implies that $H_k H_l = H_{k+l}$ for all $k, l \in \mathbb{Z}$, and consequently, $H_k = H_1^k$ for all $k \in \mathbb{Z}$.

iii) By ii), $\theta^{(0)}(u) = \partial_u = \epsilon_n(u)$ and $\theta^{(k)}(S(u)) = \theta^{(k)}(u^{-1}) = \theta^{(k)}(u)^{-1} = H^{-k} \partial_u^{-1} = S^B \rtimes \Gamma(\partial_u H^{-k}) = S^2_n(u)$.

iv) This follows from the relation $((\theta^{(1)} \otimes \text{id} \otimes \theta^{(-1)}) \circ \Delta(2))_n(u) = \theta^{(1)}(u) \otimes u \otimes \theta^{(-1)}(u) = \partial_u H \otimes u \otimes \partial_u H^{-1} = r_n(\partial_u H \partial_u^{-1}) u s_n(H^{-1})$. \qed

We first apply the lemma above to $A^B(\nabla, F)$. 
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2.5.3. Proposition. Let \( F \in \text{GL}_n(B) \) be \( \nabla \)-odd. Then \( A_0^B(\nabla, F) \) has an intertwiner \( v^H \to S^2(v) \) and a scaling character group \( \theta \) such that \( \theta_n(k)(v) = \nabla H^k \) for all \( k \in \mathbb{Z} \), where \( H = (\nabla F \nabla)^T F^{-1} \).

Proof. By Lemma 2.5.2 i), \( (v^{-T} F^x v) (v^{-T} F^y v)^{-T} = S^2(v) H^{-1} v \). To construct \( \theta \), let \( k \in \mathbb{Z} \) and \( x = \nabla H^k \). By Lemma 2.3.3, \( x^{-T} = (H^{-T})^k \nabla^{-1} \) and hence

\[
(\nabla F \nabla)v^{-T} = \nabla F \nabla(\nabla^{-1} F^{-1} \nabla^{-1} F^T)^k \nabla^{-1} = \nabla(\nabla^{-1} F^T \nabla^{-1} F^{-1})^k F = x F.
\]

The universal property of \( A_0^B(\nabla, F) \) yields a morphism \( \theta^{(k)}: A_0^B(\nabla, F) \to B \rtimes \Gamma \) such that \( \theta_n(k)(v) = x \). Using Lemma 2.5.2, one easily verifies that the family \( (\theta^{(k)})_k \) is a scaling character group.

Assume that \( B \) carries an involution which is preserved by \( \Gamma \). We call a character group \( (\theta^{(k)})_k \) on a \( (B, \Gamma) \)-Hopf \( * \)-algebroid imaginary if \( \theta^{(k)} \circ * = * \circ \theta^{(-k)} \) for all \( k \in \mathbb{Z} \).

2.5.4. Proposition. Let \( F \in \text{GL}_n(B) \) be \( \nabla \)-even. Then \( A_0^B(\nabla, F) \) has intertwiners \( u \xrightarrow{F^{-1}} S_n^2(u) \) and \( \bar{u} \xrightarrow{(\nabla F \nabla)^{-T}} S_n^2(\bar{u}) \), and an imaginary scaling character group \( \theta \) such that \( \theta^{(k)}_n(u) = \nabla F^{-k} \) and \( \theta^{(k)}_n(\bar{u}) = F^k \nabla^{-1} \) for all \( k \in \mathbb{Z} \).

Proof. By Lemma 2.5.2 i), the first intertwiner is the inverse of \( S_n^2(u) = (u^{-T})^{-T} = \bar{u}^{-T} F^x u \), and the second intertwiner is the inverse of \( (\bar{u}^{-T} F^x u)^{-T} \). To construct \( \theta \), let \( k \in \mathbb{Z} \) and \( x = \nabla F^{-k} \), \( y = F^k \nabla^{-1} \). Using Lemma 2.3.3, we find

\[
y = x^{-T}, \quad y^{-T} = x, \quad (\nabla F \nabla)^{-1} y^{-T} = (\nabla F \nabla)^{-1} x = \nabla F^{-1-k} = x F.
\]

The universal property of the algebra \( A_0^B(\nabla, F) \) and Theorem 2.4.9 yield a morphism \( \theta^{(k)}: A_0^B(\nabla, F) \to B \rtimes \Gamma \) such that \( \theta^{(k)}_n(u) = x \) and \( \theta^{(k)}_n(\bar{u}) = y \). Using Lemma 2.5.2, one easily verifies that the family \( (\theta^{(k)})_k \) is a scaling character group. It is imaginary because by Lemma 2.3.3,

\[
\theta^{(-k)}_n(u) = \nabla F^k = F^k \nabla^{-1} = F^T k \nabla^{-1} = \theta^{(k)}_n(\bar{u}) \quad \text{for all } k \in \mathbb{Z}.
\]

The case \( A_0^B(\nabla, F, G) \) requires some preparation. Let \( F, G \in \text{GL}_n(B) \) be \( \nabla \)-odd and

\[
H = (\nabla F \nabla)^T F^{-1} = \nabla^{-1} F^T \nabla^{-1} F^{-1}, \quad Q = G \nabla \bar{G} \nabla
\]

as before. We say that a diagram with arrows labeled by matrices commutes if for all possible directed paths with the same starting and ending point in the diagram, the products of the labels along the arrows coincide.
2.5.5. **Lemma.** In the diagram below, (A) commutes if and only if (D) commutes, and (B) commutes if and only (C) commutes:

\[
\begin{array}{ccc}
F & \overset{\nabla F}{\to} & G \\
\downarrow & & \downarrow \\
\nabla \nabla & \overset{\nabla ^{-1} F}{\to} & \nabla \nabla \\
\downarrow & & \downarrow \\
F & \overset{\nabla F^{-1}}{\to} & G \\
\end{array}
\]

If all squares commute, then \( HQ = QH, \overline{G} \nabla H^{-1} = \overline{H} G \nabla, \) and \( QF = F \nabla Q^T \nabla^{-1}. \)

**Proof.** Applying the transformation \( X \mapsto X^{-T} \) and reversing invertible arrows, one can obtain (D) from (A) and (C) from (B). If all small squares commute, then the three asserted relations follow from the commutativity of the large square, of the lower two squares, and of the left two squares, respectively. \( \square \)

2.5.6. **Proposition.** Let \( F, G \in \text{GL}_n(B) \) be \( \nabla \)-odd. Assume that \( FG^* = GF^* \) and \( F^* (\nabla \nabla \nabla)^* = \nabla G \nabla F, \) and let \( H = \nabla^{-1} F^T \nabla^{-1} F^{-1}. \) Then \( A^G_B (\nabla, F, G) \) has an intertwiner \( v \xrightarrow{H} \overline{v} \rightarrow \overline{S^2(v)} \) and an imaginary scaling character group \( (\theta^k)_k \) such that \( \theta^k(v) = \nabla H^k. \)

**Proof.** We can re-use the arguments in the proof of Proposition 2.5.3 and only have to show additionally that \( \nabla H^k \overset{\overline{G}}{\to} \nabla H^k \) is an intertwiner and that \( \theta^k((-1)Gv) = \theta^k(v). \) But by the lemma above, \( (\nabla Q^T \nabla^{-1}) \nabla H^k = \nabla QH^k = \nabla H^k Q \) and

\[
\theta^k((-1)Gv) = \theta^k(v). \quad \square
\]

2.5.7. **Remark.** Applying the functor (2) to \( v^T \overset{F}{\to} G \rightarrow \overline{v}, \overline{v} \rightarrow v, \overline{v} \overset{\nabla \nabla \nabla}{\to} \overline{v}, \) we obtain intertwiners \( \overline{v^T} \overset{F^*}{\to} \overline{v}, \overline{v^T} \overset{\nabla \nabla \nabla}{\to} \overline{v}, \nabla \nabla \nabla \overset{\nabla \nabla \nabla}{\to} \overline{v}, \) and the conditions \( FG^* = GF^* \) and \( F^* (\nabla \nabla \nabla)^* = (\nabla \nabla \nabla) F \) amount to commutativity of the squares

\[
\begin{array}{ccc}
\overline{v} & \overset{\nabla \nabla \nabla}{\to} & \overline{v} \\
\downarrow & & \downarrow \\
\nabla \nabla \nabla & \overset{\nabla \nabla \nabla}{\to} & \nabla \nabla \nabla \\
\downarrow & & \downarrow \\
\overline{v} & \overset{\nabla \nabla \nabla}{\to} & \overline{v} \\
\end{array}
\]

If \( Q = G \nabla G \nabla \) is scalar, then both conditions evidently are equivalent.

2.6. The full dynamical quantum group \( \text{SU}^\text{dyn}_Q(2). \) In [11], Koelink and Rosengren studied a dynamical quantum group \( \mathcal{F}_R(\text{SU}(2)) \) that arises from a dynamical \( R \)-matrix via the generalized FRT-construction of Etingof and Varchenko. We first recall its definition, then show that this dynamical quantum group coincides with \( A^G_B (\nabla, F, G) \) for specific choice of \( B, \Gamma, \nabla, F, G, \) and finally construct a refinement that includes several interesting limit cases.

We shall slightly reformulate the definition of \( \mathcal{F}_R(\text{SL}(2)) \) and \( \mathcal{F}_R(\text{SU}(2)) \) given in [11, §2.2] so that it fits better with our approach.
Fix $q \in (0, 1)$. Let $\mathfrak{M}(\mathbb{C})$ be the algebra of meromorphic functions on the plane and let $\mathbb{Z}$ act on $B$ such that $b \cdot k := b(\cdot - k)$ for all $b \in B$, $k \in \mathbb{Z}$. Define $f \in \mathfrak{M}(\mathbb{C})$ by
\begin{equation}
(3) \quad f(\lambda) = q^{-1} \frac{q^{2(\lambda+1)} - q^{-2}}{q^{2(\lambda+1)} - 1} = \frac{q^{\lambda+2} - q^{-(\lambda+2)}}{q^{\lambda+1} - q^{-(\lambda+1)}} \quad \text{for all } \lambda \in \mathbb{C}.
\end{equation}

Then the $(\mathfrak{M}(\mathbb{C}), \mathbb{Z})$-Hopf algebroid $\mathcal{F}_R(\text{SL}(2))$ is the universal $(\mathfrak{M}(\mathbb{C}), \mathbb{Z})$-algebra with generators $\alpha, \beta, \gamma, \delta$ satisfying
\begin{align}
(4) \quad & \partial_\alpha = (1, 1), \quad \partial_\beta = (1, -1), \quad \partial_\gamma = (-1, 1), \quad \partial_\delta = (-1, -1), \\
(5) \quad & \alpha\beta = s(f(1))\beta\alpha, \quad \alpha\gamma = r(f)\gamma\alpha, \quad \beta\delta = r(f)\delta\beta, \quad \gamma\delta = s(f(1))\delta\gamma, \\
(6) \quad & \frac{r(f)}{s(f)}\delta\alpha - \frac{1}{s(f)}\beta\gamma = \alpha\delta - r(f)\gamma\beta = \frac{r(f(1))}{s(f(1))}\alpha\delta - r(f(1))\beta\gamma = \delta\alpha - \frac{1}{s(f(1))}\gamma\beta = 1,
\end{align}
and with comultiplication, counit and antipode given by
\begin{align}
(7) \quad & \Delta(\alpha) = \alpha \otimes \alpha + \beta \otimes \gamma, \quad \Delta(\beta) = \alpha \otimes \beta + \beta \otimes \delta, \\
(8) \quad & \Delta(\gamma) = \gamma \otimes \alpha + \delta \otimes \gamma, \quad \Delta(\delta) = \gamma \otimes \beta + \delta \otimes \delta, \\
(9) \quad & \epsilon(\alpha) = \partial^\alpha_\alpha = \partial^\beta_\alpha, \quad \epsilon(\beta) = \epsilon(\gamma) = 0, \quad \epsilon(\delta) = \partial^\beta_\delta = \partial^\delta_\delta, \\
(10) \quad & \alpha^* = \delta, \quad \beta^* = -q\gamma, \quad \gamma^* = -q^{-1}\beta, \quad \delta^* = \alpha,
\end{align}
and one obtains a $(\mathfrak{M}(\mathbb{C}), \mathbb{Z})$-Hopf $*$-algebra which is denoted by $\mathcal{F}_R(\text{SU}(2))$ [11].

\textbf{2.6.1. Proposition.} Let $\nabla = \text{diag}(1, -1)$, $F = \begin{pmatrix} 0 & -1 \\ f^{-1}(1) & 0 \end{pmatrix}$ and $G = \begin{pmatrix} 0 & -1 \\ q^{-1} & 0 \end{pmatrix}$. Then there exist isomorphisms of $(\mathfrak{M}(\mathbb{C}), \mathbb{Z})$-Hopf $*$-algebroids $A^\mathfrak{M}(\mathbb{C})(\nabla, F) \rightarrow \mathcal{F}_R(\text{SL}(2))$ and $A^\mathfrak{M}(\mathbb{C})(\nabla, F, G) \rightarrow \mathcal{F}_R(\text{SU}(2))$ whose extensions to matrices map $v$ to $\begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix}$.

\textbf{Proof.} First, note that the function $\lambda \mapsto q^\lambda$ and hence also $f$ is self-adjoint, and that
\begin{equation}
\hat{F} := \nabla F \nabla = \begin{pmatrix} 0 & -1 \\ f^{-1} & 0 \end{pmatrix}, \quad \hat{G} := \nabla G \nabla = G, \quad FG^* = \begin{pmatrix} 1 & 0 \\ 0 & (q f(1))^{-1} \end{pmatrix} = GF^*.
\end{equation}

Therefore, $A := A^\mathfrak{M}(\mathbb{C})(\nabla, F)$ and $A^\mathfrak{M}(\mathbb{C})(\nabla, F, G)$ are well-defined. Since $\nabla G \nabla G = G^2 = q^{-1} \in M_2(\mathfrak{M}(\mathbb{C}))$, the latter algebra coincides with the former.

Write $v \in M_2(A)$ as $v = \begin{pmatrix} \alpha' & \beta' \\ \gamma' & \delta' \end{pmatrix}$ and write $(4)'-(10)'$ for the relations $(4)-(10)$ with $\alpha', \beta', \gamma', \delta'$ instead of $\alpha, \beta, \gamma, \delta$. Then the relation $\partial_v = \nabla$ is equivalent to $(4)'$. The relation $v^{-T} = r_2(\hat{F}^{-1})v s_2(F)$ is equivalent to
\begin{equation}
\left(\begin{array}{cc}
0 & r(f) \\
-1 & 0
\end{array}\right) \left(\begin{array}{cc}
\alpha' & \beta' \\
\gamma' & \delta'
\end{array}\right) \left(\begin{array}{cc}
0 & r^{-1}(f) \\
0 & 0
\end{array}\right) = \left(\begin{array}{cc}
r(f) & \beta' \\
-r^{-1}(f) & \alpha'
\end{array}\right)
\end{equation}
and multiplying out $v^{-1}v = 1 = vv^{-1}$ and using (4)', we find that this relation is equivalent to (5)' and (6)'. Hence, there exists an isomorphism of $(\mathfrak{M}(\mathbb{C}),\mathbb{Z})$-algebras $A \to \mathcal{F}_R(\text{SL}(2))$ sending $\alpha', \beta', \gamma', \delta'$ to $\alpha, \beta, \gamma, \delta$. This isomorphism is compatible with the involution, comultiplication, counit and antipode because (7)′–(10)' are equivalent to $\Delta_2(v) = v\delta^2_2v$, $\epsilon_2(v) = \partial_v$, $S_2(v) = v^{-1}$ and

$$\bar{v} = r_2(\mathcal{G}^{-1})v_{s_2}(G) = \left(\begin{array}{cc} 0 & q \\ -1 & 0 \end{array}\right) \left(\begin{array}{cc} \alpha' & \beta' \\ \gamma' & \delta' \end{array}\right) \left(\begin{array}{cc} 0 & -1 \\ q^{-1} & 0 \end{array}\right) = \left(\begin{array}{cc} \delta' & -q\gamma' \\ -q^{-1}\beta' & \alpha' \end{array}\right).$$

We now refine the definition above as follows. The first idea is to replace the base $\mathfrak{M}(\mathbb{C})$ by the $\mathbb{Z}$-invariant subalgebra containing $f$ and $f^{-1}$. This subalgebra can be described in terms of the functions $x(\lambda) = q^{\lambda}, y(\lambda) = q^{-\lambda}$ and $z = x - y$ as follows. Since $f = z_{(-2)}/z_{(-1)}$, this subalgebra is generated by all fractions $z_{(k)}/z_{(l)}$, where $k, l \in \mathbb{Z}$, and since $z_{(-1)} - qz = (q^{-1} - q)q^{-\lambda}$, also by all fractions $x/z_{(k)}$ and $y/z_{(k)}$, where $k \in \mathbb{Z}$. The second idea is to drop the relation $xy = 1$ to allow the limit cases $\lambda \to \pm\infty$, and regard $x, y$ as canonical coordinates on $\mathbb{C}P^1$. Finally, we also regard $q$ as a variable.

Let us now turn to the details. Denote by $R \subset \mathbb{C}(Q)$ the localization of $\mathbb{C}[Q]$ with respect to $Q$ and the polynomials

$$S_k = (1 - Q^{2k})/(1 - Q^2) = 1 + Q^2 + \cdots + Q^{2(k-1)}, \quad \text{where } k \in \mathbb{N}.$$  

Let $\mathbb{Z}$ act on the algebra $\mathbb{C}(Q, X, Y)$ of rational functions in $Q, X, Y$ by

$$Q_{(k)} = Q, \quad X_{(k)} = Q^{-k}X, \quad Y_{(k)} = Q^kY \quad \text{for all } k \in \mathbb{Z},$$  

where the lower index $(k)$ denotes the action of $k$. Denote by $B \subset \mathbb{C}(Q, X, Y)$ the subalgebra generated by $R$ and all elements

$$Z_{k,l} := (X - Y)_{(k)}/(X - Y)_{(l)}, \quad \text{where } k, l \in \mathbb{Z}.$$  

We equip $B$ with the induced action of $\mathbb{Z}$ and the involution given by $Q = Q^*$ and $Z_{k,l}^* = Z_{l,k}$ for all $k, l \in \mathbb{Z}$. Note that this involution is the one inherited from $\mathbb{C}(Q, X, Y)$ when $Q = Q^*$ and either $X^* = X, Y^* = Y$ or $X^* = -X, Y^* = -Y$. Finally, let

$$\nabla = (1, -1), \quad F = \left(\begin{array}{cc} 0 & -1 \\ Z_{0,-1} & 0 \end{array}\right), \quad G = \left(\begin{array}{cc} 0 & -Q \\ 1 & 0 \end{array}\right).$$

Then $FG^* = G^*F$ and $G\nabla G\nabla = G^2 = \text{diag}(-Q, -Q)$.

### 2.6.2. Definition

We let $\mathcal{O}(\text{SU}_{Q}^{\text{dyn}}(2)) := A^B_0(\nabla, F, G)$.

Thus, $\mathcal{O}(\text{SU}_{Q}^{\text{dyn}}(2))$ is generated by the entries $\alpha, \beta, \gamma, \delta$ of a $2 \times 2$-matrix $v$ which satisfy the relations (4)–(10) with $Z = -2$ and $Q$ instead of $f$ and $q$. This $(B, \mathbb{Z})$-Hopf $*$-algebroid aggregates several other interesting quantum groups and quantum groupoids which can be obtained by suitable base changes as follows.

Denote by $z \in \mathfrak{M}(\mathbb{C})$ the function $\lambda \mapsto q^{\lambda} - q^{-\lambda}$. Equip $\mathbb{C}(\lambda)$ with an involution such that $\lambda^* = \lambda$, and a $\mathbb{Z}$-action such that $\lambda_{(k)} = \lambda - k$. Let $\Omega = (0, 1] \times [-\infty, \infty]$ and let $\mathbb{Z}$ act on $\mathcal{C}(\Omega)$ by $g_{(k)}(q,t) = g(q,t - k)$ for all $g \in \mathcal{C}(\Omega)$, $(q,t) \in \Omega$, $k \in \mathbb{Z}$.
2.6.3. Lemma. There exist $\mathbb{Z}$-equivariant $*$-homomorphisms

\begin{enumerate}
  \item $\pi^q_{\mathfrak{M}(\mathbb{C})}: B \to \mathfrak{M}(\mathbb{C})$, $Q \mapsto q$, $Z_{k,l} \mapsto \frac{z(k)}{z(l)}$ for $q \in (0, 1) \cup (1, \infty)$,
  \item $\pi^1_{\mathfrak{M}(\mathbb{C})}: B \to \mathfrak{C}(\mathbb{C})$, $Q \mapsto 1$, $Z_{k,l} \mapsto \frac{\lambda - k}{\lambda - l}$,
  \item $\pi_{\pm \infty}: B \to R$, $Q \mapsto Q$, $Z_{k,l} \mapsto \frac{Q^{k-\lambda} + Q^{l-\lambda}}{Q^{k-l} + Q^{l-k}} = Q^{\pm k \mp l}$,
  \item $\pi_{\pm \infty}: B \to \mathbb{C}$, $Q \mapsto q$, $Z_{k,l} \mapsto q^{k \mp l}$ for $q \in (0, \infty)$,
  \item $\pi_\Omega: B \to C(\Omega)$, $Q \mapsto ((q,t) \mapsto q)$, $Z_{k,l} \mapsto \begin{cases} 
\frac{q^{t-k} + q^{k-t}}{q^t + q^{-t}}, & t \in \mathbb{R}, \\
\frac{q^{t-k} + q^{k-t}}{q^{-t} + q^{-t}}, & t = \pm \infty
\end{cases}$.
\end{enumerate}

Proof. i) Restrict the homomorphism $\pi: C(Q;X) \to \mathfrak{M}(\mathbb{C})$ given by $Q \mapsto q$, $X \mapsto (\lambda \mapsto q^\lambda)$, $Y \mapsto (\lambda \mapsto q^{-\lambda})$ to $B$.

ii) Use i) and the fact that for all $k,l \in \mathbb{Z}$ and $\lambda \in \mathbb{C} \setminus \{l\}$,
\[ \lim_{q \to 1} \pi^q_{\mathfrak{M}(\mathbb{C})}(Z_{k,l})(\lambda) = \lim_{q \to 1} q^{\lambda - k} - q^{k - \lambda} = \frac{\lambda - k}{\lambda - l}. \]

iii) Define $\pi: C(Q;X,Y) \to R$ by $Q \mapsto Q$, $X \mapsto 1$, $Y \mapsto 0$. Then $\pi$ extends to the localization $B$ of $C(Q;X,Y)$, giving $\pi_{\infty}$, because $\pi((X - Y)(k)) = Q^{-k}$ is invertible for all $k \in \mathbb{Z}$. This homomorphism $\pi_{\infty}$ evidently is involutive, and $\mathbb{Z}$-equivariant because $\pi_{-\infty}(Z_{k+j,l+j}) = \pi_{-\infty}(Z_{k,l})$ for all $j \in \mathbb{Z}$. Similarly, one obtains $\pi_{\infty}$.

iv) Immediate from iii).

v) Define $\pi: C(Q;X,Y) \to C((0,1] \times \mathbb{R})$ by $Q \mapsto ((q,t) \mapsto q)$, $X \mapsto ((q,t) \mapsto iq^t)$, $Y \mapsto ((q,t) \mapsto -iq^t)$. Since $\pi((X - Y)(k)) = i(q^{t-k} + q^{k-t})$ is invertible for all $t \in \mathbb{R}$, $k \in \mathbb{Z}$, this $\pi$ extends to $B$. Moreover, each $\pi(Z_{k,l})$ extends to a continuous function on $C(\Omega)$ as desired, giving $\pi_\Omega$.

Note that $\pi_{\pm \infty}^1 = \pi_{\pm \infty}^1$. Using this map, we obtain for each algebra $C$ with an action by $\mathbb{Z}$ an $\mathbb{Z}$-equivariant homomorphism $\pi^1_C: B \to C$ sending $Q$ and each $Z_{k,l}$ to $1_C$.

2.6.4. Proposition. There exist isomorphisms of Hopf $*$-algebroids as follows:

\begin{enumerate}
  \item $(\pi^q_{\mathfrak{M}(\mathbb{C})})_* \mathcal{O}(SU^\text{dyn}_Q(2)) \cong \mathcal{F}_R(SU(2))$ for each $q \in (0, 1) \cup (1, \infty)$;
  \item $\pi^1_{\mathfrak{M}(\mathbb{C})}_* \mathcal{O}(SU^\text{dyn}_Q(2)) \cong \mathcal{O}(SU_q(2))$ for each $q \in (0, \infty)$;
  \item $\pi^1_{\mathfrak{C}(X)}_* \mathcal{O}(SU^\text{dyn}_Q(2)) \cong \mathcal{O}(SU_q(2))^{\text{op}}$ for each $q \in (0, \infty)$;
  \item $\pi^1_{\mathfrak{C}(X)}_* \mathcal{O}(SU^\text{dyn}_Q(2))$ is isomorphic to the $(\mathbb{C}[X], \mathbb{Z})$-Hopf $*$-algebroid in Example 2.4.14.
\end{enumerate}

Proof. i) This is immediate from the definitions and Proposition 2.6.1.

ii), iii) Let $\pi^\pm = \pi^1_{\pm \infty}$. Then $(\pi^\pm)_* \mathcal{O}(SU^\text{dyn}_Q(2))$ is generated by the entries $\alpha', \beta', \gamma', \delta$ of a matrix $\nu'$ such that $\beta' = -q\gamma'$ and $\delta' = \alpha'$. Moreover, $\nu'^{-T} = \pi^\pm_2(F)^{-1}\nu'\pi^\pm_2(F)$ and $\nu' = \pi^\pm_2(F)^{-1}\nu'\pi^\pm_2(F)$, where
\[ \pi^-_2(F) = \begin{pmatrix} 0 & -1 \\ \pi(Z_{0,-1}) & 0 \end{pmatrix} \quad \text{and} \quad \pi^+_2(F) = \begin{pmatrix} 0 & -1 \\ q^{-1} & 0 \end{pmatrix} = \pi^+_2(G), \quad \pi^-_2(F) = \begin{pmatrix} 0 & -1 \\ q & 0 \end{pmatrix}. \]
In the case of $\pi_-$, we find that $v'$ is unitary, and obtain the usual presentation of $O(SU_q(2))$. Multiplying out the relation $v' = \pi_2^+(F)^{-1}v'\pi_2^+(F)$, one easily verifies the assertion on $\pi^+$.  

iv) Immediate from the relations $(\pi^1_{C[X]}F)^2 = (\pi^1_{C[X]}G)^2 = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$. \hfill $\square$

We expect most of the results of [11] to carry over from $\mathcal{F}_R(SU(2))$ to $O(SU^\text{dyn}_Q(2))$.

### 3. The level of universal $C^*$-algebras

Throughout this section, we shall only work with unital $C^*$-algebras. We assume all $*\text{-homomorphisms}$ to be unital, and $B$ to be a commutative, unital $C^*$-algebra equipped with a left action of a discrete group $\Gamma$. Given a subset $X$ of a normed space $V$, we denote by $X \subseteq v$ its closure and by $[X] \subseteq V$ the closed linear span of $X$.

#### 3.1. The maximal cotensor product of $C^*$-algebras with respect to $C^*(\Gamma)$

This subsection reviews the cotensor product of $C^*$-algebras with respect to the Hopf $C^*$-algebra $C^*(\Gamma)$ and develops the main properties that will be needed in §3.2. The material presented here is certainly well known to the experts, but we didn’t find a suitable reference.

We first recall a few preliminaries.

Let $A$ be a $*$-algebra. A representation of $A$ is a $*$-homomorphism into a $C^*$-algebra. Such a representation $\pi$ is universal if every other representation of $A$ factorizes uniquely through $\pi$. A universal representation exists if and only if for each $a \in A$,

$$|a| := \sup\{\|\pi(a)\| : \pi \text{ is a } *\text{-homomorphism of } A \text{ into some } C^*\text{-algebra}\} < \infty.$$ 

Indeed, if $|a|$ is finite for all $a \in A$, then the separated completion of $A$ with respect to $|\cdot|$ carries a natural structure of a $C^*$-algebra, which is denoted by $C^*(A)$ and called the enveloping $C^*$-algebra of $A$, and the natural representation $A \to C^*(A)$ is universal.

The maximal tensor product of $C^*$-algebras $A$ and $C$ is the enveloping $C^*$-algebra of the algebraic tensor product $A \otimes C$, and will be denoted by $A \hat{\otimes} C$.

The full group $C^*$-algebra $C^*(\Gamma)$ of $\Gamma$ is the enveloping $C^*$-algebra of the group algebra $\mathbb{C} \Gamma$. We denote by $\Delta_\Gamma: C^*(\Gamma) \to C^*(\Gamma) \hat{\otimes} C^*(\Gamma)$ the comultiplication, given by $\gamma \mapsto \gamma \otimes \gamma$ for all $\gamma \in \Gamma$, and by $\epsilon_\Gamma: C^*(\Gamma) \to \mathbb{C}$ the counit, given by $\gamma \mapsto 1$ for all $\gamma \in \Gamma$. Clearly, $(\epsilon_\Gamma \otimes \id)\Delta_\Gamma = \id = (\id \otimes \epsilon_\Gamma)\Delta_\Gamma$.

A completely positive (contractive) map, or brieﬂy $c.p.(c.)$-map, from a $C^*$-algebra $A$ to a $C^*$-algebra $C$ is a linear map $\phi: A \to C$ such that $\phi_n: M_n(A) \to M_n(C)$ is positive (and $\|\phi_n\| \leq 1$) for all $n \in \mathbb{N}$.

#### 3.1.1. Definition. A $(\mathbb{C}, \Gamma)$-$C^*$-algebra is a unital $C^*$-algebra $A$ with injective unital $*\text{-homomorphisms}$ $\delta_A: A \to C^*(\Gamma) \hat{\otimes} A$ and $\delta_A: A \to A \hat{\otimes} C^*(\Gamma)$ such that $(\id \otimes \delta_A) \circ \delta_A = (\Delta_\Gamma \otimes \id) \circ \delta_A$, and $\delta_A = (\id \otimes \Delta_\Gamma) \circ \delta_A$. A morphism $\pi: \mathcal{C}(\mathbb{C}, \Gamma)$-$C^*$-algebras $A$ and $C$ is a unital $*\text{-homomorphism}$ $\pi: A \to C$ satisfying $\delta_C \circ \pi = (\id \otimes \pi) \circ \delta_A$ and $\delta_C \circ \pi = (\pi \otimes \id) \circ \delta_A$. We denote by $C^*(\mathbb{C}, \Gamma)$-$\text{Alg}^{\text{c.p.}}$ the category of all $(\mathbb{C}, \Gamma)$-$C^*$-algebras. Replacing $*\text{-homomorphisms}$ by $c.p.-\text{maps}$, we define $c.p.-\text{maps}$ of $(\mathbb{C}, \Gamma)$-$C^*$-algebras and the category $C^*(\mathbb{C}, \Gamma)$-$\text{Alg}^{\text{c.p.}}$. 


3.1.2. **Remark.** Let $A$ be a $(\mathcal{C}, \Gamma)$-$C^*$-algebra. Then $(\epsilon_{\Gamma} \hat{\otimes} \text{id}) \circ \delta_A = \text{id}_A$ because
\[
\delta_A(\epsilon_{\Gamma} \hat{\otimes} \text{id}) \circ \delta_A = (\epsilon_{\Gamma} \hat{\otimes} \text{id}) \circ \delta_A = \delta_A = \text{id}_A,
\]
and likewise $(\text{id} \hat{\otimes} \epsilon_{\Gamma}) \circ \delta_A = \text{id}_A$.

Let $A$ and $C$ be $(\mathcal{C}, \Gamma)$-$C^*$-algebras. Then the maximal tensor product $A \hat{\otimes} C$ is a $(\mathcal{C}, \Gamma)$-$C^*$-algebra with respect to $\delta_A \hat{\otimes} \text{id}$ and $\text{id} \hat{\otimes} \delta_C$, and the assignments $(A, C) \mapsto A \hat{\otimes} C$ and $(\phi, \psi) \mapsto \phi \hat{\otimes} \psi$ define a product $- \hat{\otimes} -$ on $\mathcal{C}^* \text{-Alg}_{(\mathcal{C}, \Gamma)}^{(c,p.)}$ that is associative in the obvious sense. Unless $\Gamma$ is trivial, this product cannot be unital because it forgets $\delta_A$ and $\delta_C$.

With respect to the restrictions of $\delta_A \hat{\otimes} \text{id}$ and $\text{id} \hat{\otimes} \delta_C$, the subspace
\[
A \hat{\otimes} C := \{ x \in A \hat{\otimes} C : (\delta_A \hat{\otimes} \text{id})(x) = (\text{id} \hat{\otimes} \delta_C)(x) \} \subseteq A \hat{\otimes} C
\]
evidently is a $(\mathcal{C}, \Gamma)$-$C^*$-algebra again. Moreover, given morphisms of $(\mathcal{C}, \Gamma)$-$C^*$-algebras $\phi : A \to C$ and $\psi : D \to E$, the product $\phi \hat{\otimes} \psi$ restricts to a morphism $\phi \hat{\otimes} \psi : A \hat{\otimes} D \to C \hat{\otimes} E$. We thus obtain a second product $- \hat{\otimes} -$ on $\mathcal{C}^* \text{-Alg}_{(\mathcal{C}, \Gamma)}^{(c,p.)}$ that is associative in the natural sense, and unital in the following sense.

Regard $C^*(\Gamma)$ as a $(\mathcal{C}, \Gamma)$-$C^*$-algebra with respect to $\Delta_{\Gamma}$. Then for each $(\mathcal{C}, \Gamma)$-$C^*$-algebra $A$, the maps $\delta_A$ and $\bar{\delta}_A$ are isomorphisms of $(\mathcal{C}, \Gamma)$-$C^*$-algebras
\[
\delta_A : A \overset{\cong}{\rightarrow} C^*(\Gamma) \hat{\otimes} A, \quad \bar{\delta}_A : A \overset{\cong}{\rightarrow} A \hat{\otimes} C^*(\Gamma).
\]
Indeed, they evidently are morphisms, and surjective because
\[
x = (\epsilon_{\Gamma} \hat{\otimes} \text{id})(\Delta_{\Gamma}(x)) = (\epsilon_{\Gamma} \hat{\otimes} \text{id})(\text{id} \hat{\otimes} \delta_A(x)) = \delta_A((\epsilon_{\Gamma} \hat{\otimes} \text{id})(x))
\]
for each $x \in C^*(\Gamma) \hat{\otimes} A$ and likewise $y = \bar{\delta}_A((\text{id} \hat{\otimes} \epsilon_{\Gamma})(y))$ for each $y \in A \hat{\otimes} C^*(\Gamma)$.

We next construct a natural transformation $p : (\hat{\otimes} -) \to (- \hat{\otimes} -)$ which will be needed to prove associativity of the product of $(B, \Gamma)$-$C^*$-algebras in §3.2. The construction is based on ideas taken from [1, §7], and carries over from $C^*(\Gamma)$ to any Hopf $C^*$-algebra $H$ equipped with a Haar mean $H \hat{\otimes} H \to H$; see also [13].

3.1.3. **Lemma.** There exists a unique state $\nu$ on $C^*(\Gamma) \hat{\otimes} C^*(\Gamma)$ such that $\nu(\gamma \hat{\otimes} \gamma') = \delta_{\gamma, \gamma'} 1$ for all $\gamma, \gamma' \in \Gamma$. Moreover, $\nu \circ \Delta_{\Gamma} = \epsilon_{\Gamma}$ and $(\text{id} \hat{\otimes} \nu) \circ (\Delta_{\Gamma} \hat{\otimes} \text{id}) = (\nu \hat{\otimes} \text{id}) \circ (\text{id} \hat{\otimes} \Delta_{\Gamma})$.

**Proof.** This follows from [13, Theorem 0.1], but let us include the short direct proof. Uniqueness is clear. To construct $\nu$, denote by $\epsilon_{\gamma} \in \Gamma$ the canonical orthonormal basis of $l^2(\Gamma)$, by $\lambda, \rho : C^*(\Gamma) \to \mathcal{L}(l^2(\Gamma))$ the representations given by $\lambda(\gamma) \epsilon_{\gamma'} = \epsilon_{\gamma'\gamma}$ and $\rho(\gamma) \epsilon_{\gamma'} = \epsilon_{\gamma'\gamma^{-1}}$ for all $\gamma, \gamma' \in \Gamma$, and by $\lambda \times \rho : C^*(\Gamma) \hat{\otimes} C^*(\Gamma) \to \mathcal{L}(l^2(\Gamma) \otimes l^2(\Gamma))$ the representation given by $x \hat{\otimes} y \mapsto \lambda(x) \rho(y)$. Then $\nu := \langle \epsilon_{\epsilon} | (\lambda \times \rho)(- \epsilon_{\epsilon}) \rangle$ satisfies $\nu(\gamma \hat{\otimes} \gamma') = \delta_{\gamma, \gamma'} 1$ for all $\gamma, \gamma' \in \Gamma$. The remaining equations follow easily.

3.1.4. **Lemma.** i) For every $(\mathcal{C}, \Gamma)$-$C^*$-algebra $A$, the maps
\[
\bar{p}_A := (\text{id} \hat{\otimes} \nu)(\bar{\delta}_A \hat{\otimes} \text{id}) : A \hat{\otimes} C^*(\Gamma) \to A, \quad p_A := (\nu \hat{\otimes} \text{id})(\text{id} \hat{\otimes} \delta_A) : C^*(\Gamma) \hat{\otimes} A \to A
\]
amer are morphisms in $\mathcal{C}^* \text{-Alg}_{(\mathcal{C}, \Gamma)}^{(c,p.)}$ and satisfy $p_A \circ \delta_A$ and $\bar{p}_A \circ \bar{\delta}_A = \text{id}$. 

ii) The families \((p_A)A, (\bar{p}_A)A\) are natural transformations from \(-\hat{\otimes} C^*(\Gamma)\) and \(C^*(\Gamma)\hat{\otimes}-\), respectively, to \(\text{id}\), regarded as functors on \(\text{C}^\ast\text{-Alg}^\text{cp}_{(\mathbb{C},\Gamma)}\).

**Proof.**

i) The map \(p_A\) is a morphism in \(\text{C}^\ast\text{-Alg}^\text{cp}_{(\mathbb{C},\Gamma)}\) because \(\delta_A \circ p_A = (p_A \hat{\otimes} \text{id}) \circ \delta_A\) and

\[
\delta_A \circ p_A = (\nu \hat{\otimes} \text{id} \hat{\otimes} \text{id}) \circ (\text{id} \hat{\otimes} \delta_A) = (\nu \hat{\otimes} \text{id} \hat{\otimes} \delta_A) = (\nu \hat{\otimes} \text{id} \hat{\otimes} \delta_A) = (\nu \hat{\otimes} \text{id} \hat{\otimes} \delta_A).
\]

Moreover, \(p_A \circ \delta_A = (\nu \hat{\otimes} \text{id}) \circ (\nu \hat{\otimes} \delta_A) = (\nu \hat{\otimes} \delta_A) = (\nu \Delta_{\Gamma} \hat{\otimes} \text{id}) \circ (\nu \hat{\otimes} \delta_A) = (\nu \Delta_{\Gamma} \hat{\otimes} \text{id}) = (\nu \Delta_{\Gamma} \hat{\otimes} \text{id})\).

ii) This follows from the fact that \((\delta_A)A\) and \((\bar{\delta}_A)A\) are natural transformations.

**3.1.5. Proposition.**

i) Let \(A, C\) be \((\mathbb{C},\Gamma)\)-\(\text{C}^\ast\)-algebras. Then the map

\[
p_{A,C} := (\nu \hat{\otimes} \text{id}) \circ (\delta_A \hat{\otimes} \delta_C) : A \hat{\otimes} C \rightarrow A \hat{\otimes} C
\]

is equal to \((\nu \hat{\otimes} p_C) \circ (\delta_A \hat{\otimes} \text{id})\) and \((\bar{p}_A \hat{\otimes} \text{id}) \circ (\bar{\delta}_A \hat{\otimes} \text{id})\), a morphism in \(\text{C}^\ast\text{-Alg}^\text{cp}_{(\mathbb{C},\Gamma)}\), and a conditional expectation onto \(A \hat{\otimes} C \subseteq A \hat{\otimes} C\) in the sense that \(p_{A,C}(xyz) = x_{A\hat{\otimes}C}(y)z\) for all \(x, z \in A \hat{\otimes} C\) and \(y \in A \hat{\otimes} C\).

ii) The family \((p_{A,C})_{A,C}\) is a natural transformation from \(-\hat{\otimes} -\) to \(-\hat{\otimes} -\), regarded as functors on \(\text{C}^\ast\text{-Alg}^\text{cp}_{(\mathbb{C},\Gamma)} \times \text{C}^\ast\text{-Alg}^\text{cp}_{(\mathbb{C},\Gamma)}\).

**Proof.**

i) The equality follows immediately from the definitions and implies that \(p_{A,C}\) is a morphism as claimed. Next, \(p_{A,C}(A \hat{\otimes} C) \subseteq A \hat{\otimes} C\) because

\[
(\delta_A \hat{\otimes} \text{id}) \circ p_{A,C} = (\nu \hat{\otimes} \text{id} \hat{\otimes} \text{id}) \circ (\delta_A \hat{\otimes} \text{id} \hat{\otimes} \text{id}) \circ (\delta_A \hat{\otimes} \delta_C) = (\nu \hat{\otimes} \text{id} \hat{\otimes} \text{id}) \circ (\delta_A \hat{\otimes} \delta_C) = (\nu \hat{\otimes} \delta_C)\).
\]

On the other hand,

\[
p_{A,C}(x) = (\bar{p}_A \hat{\otimes} \text{id})((\delta_A \hat{\otimes} \text{id})(x)) = (\bar{p}_A \hat{\otimes} \text{id})(\delta_A \hat{\otimes} \text{id})(x) = x
\]

for all \(x \in A \hat{\otimes} C\). Thus, \(p_{A,C}\) is a completely positive projection from \(A \hat{\otimes} C\) onto \(A \hat{\otimes} C\) and hence a conditional expectation (see, e.g., [5, Proposition 1.5.7]).

ii) Straightforward.

Denote by \(*\text{-Alg}^0_{(\mathbb{C},\Gamma)} \subseteq \text{Alg}^\ast_{(\mathbb{C},\Gamma)}\) the full subcategory formed by all \((\mathbb{C},\Gamma)\)-\(\ast\)-algebras that have an enveloping \(\text{C}^\ast\)-algebra. We shall need an adjoint pair of functors

\[
\begin{array}{ccc}
(*\text{-Alg}^0_{(\mathbb{C},\Gamma)} & \xrightarrow{\text{C}^\ast(-)} & \text{C}^\ast\text{-Alg}^\ast_{(\mathbb{C},\Gamma)}
\end{array}
\]

The functor \(\text{C}^\ast(-)\) is defined as follows. Let \(A \in *\text{-Alg}^0_{(\mathbb{B},\Gamma)}\). Using the universal property of \(\text{C}^\ast(A)\), we obtain unique \(*\)-homomorphisms \(\delta_{\text{C}^\ast(-)(A)} : \text{C}^\ast(A) \rightarrow \text{C}^\ast(\Gamma) \hat{\otimes} \text{C}^\ast(A)\).
and \( \delta_{C^*(A)} : C^*(A) \rightarrow C^*(A) \hat{\otimes} C^*(\Gamma) \) such that \( \delta_{C^*(A)}(a) = \gamma \otimes a \) and \( \delta_{C^*(A)}(a) = a \otimes \gamma' \) for all \( a \in A_{\gamma', \gamma} \), \( \gamma, \gamma' \in A \), and with respect to these \(*\)-homomorphisms, \( C^*(A) \) becomes a \((\mathbb{C}, \Gamma)\)-\( C^* \)-algebra. Moreover, every morphism \( \pi : A \rightarrow C \) in \( \text{\textit{*-Alg}}^0_{(\mathbb{C}, \Gamma)} \) extends uniquely to a \(*\)-homomorphism \( C^*(\pi) : C^*(A) \rightarrow C^*(C) \) which is a morphism in \( C^*-\text{\textit{Alg}}_{(\mathbb{C}, \Gamma)} \).

The functor \((−)_{**,} : \text{\textit{C*-Alg}}_{(\mathbb{C}, \Gamma)} \rightarrow \text{\textit{Alg}}_{(\mathbb{C}, \Gamma)} \) is faithful because \( A_{**,} \subseteq A \) is dense. □

**Lemma.** \((−)_{**,} \) takes values in \( \text{\textit{*-Alg}}^0_{(\mathbb{C}, \Gamma)} \).

**Proof.** Let \( A \) be a \((\mathbb{C}, \Gamma)\)-\( C^* \)-algebra. Then for every \(*\)-representation \( \pi \) of \( A_{**,} \), the restriction to the \( C^*-\)subalgebra \( A_{e,e} \) is contractive and thus \( \|\pi(a)\| = \|\pi(a^*a)\| \leq \|a^*a\| = \|a\|^2 \) for all \( a \in A_{\gamma, \gamma} \), \( \gamma, \gamma' \in \Gamma \). Since such elements \( a \) span \( A_{**,} \), we can conclude \( |a| < \infty \) for all \( a \in A_{**,} \). □

For every \((\mathbb{C}, \Gamma)\)-\( C^* \)-algebra \( A \), the morphisms \( p_A \) and \( \bar{p}_A \) yield a morphism

\[
p_A := \bar{p}_A \circ (p_A \hat{\otimes} \text{id}) = p_A \circ (\text{id} \hat{\otimes} \bar{p}_A) : C^*(\Gamma) \hat{\otimes} A \hat{\otimes} C^*(\Gamma) \rightarrow A
\]

in \( \text{\textit{C*-Alg}}^0_{(\mathbb{C}, \Gamma)} \).

**Lemma.**

i) Let \( A \in \text{\textit{C*-Alg}}_{(\mathbb{C}, \Gamma)} \). Then for all \( \gamma, \gamma', \beta, \beta' \in \Gamma \),

\[
P_A(\gamma \otimes A \otimes \gamma') = A_{\gamma, \gamma'}, \quad P_A(\beta \otimes A_{\gamma, \gamma'} \otimes \beta') = \delta_{\beta, \gamma} \delta_{\beta', \gamma'} A_{\gamma, \gamma'}, \quad A = A_{e,e}.
\]

ii) Let \( A \in \text{\textit{*-Alg}}^0_{(\mathbb{C}, \Gamma)} \). Then \( C^*(A)_{\gamma, \gamma'} = A_{\gamma, \gamma'} \) for all \( \gamma, \gamma' \in \Gamma \).

**Proof.** We only prove i); assertion ii) follows similarly. First, \( P_A(\gamma \otimes A \otimes \gamma') \subseteq A_{\gamma, \gamma'} \) because \( P_A \) is a morphism in \( \text{\textit{C*-Alg}}_{(\mathbb{C}, \Gamma)} \) and \( \Delta_T(\gamma') = \gamma'' \otimes \gamma'' \) for \( \gamma'' = \gamma, \gamma' \).

This inclusion, the relation \( C^*(\Gamma) \hat{\otimes} A \hat{\otimes} C^*(\Gamma) = \sum_{\gamma, \gamma'} \gamma \otimes A \otimes \gamma' \) and continuity and surjectivity of \( P_A \) imply \( A_{e,e} = A \). The equation \( P_A(\beta \otimes A_{\gamma, \gamma'} \otimes \beta') = \delta_{\beta, \gamma} \delta_{\beta', \gamma'} A_{\gamma, \gamma'} \) follows from the definitions and implies that the inclusion \( P_A(\gamma \otimes A \otimes \gamma') \subseteq A_{\gamma, \gamma'} \) is an equality. □

For every \( A \) in \( \text{\textit{*-Alg}}^0_{(\mathbb{C}, \Gamma)} \) and \( C \in \text{\textit{C*-Alg}}_{(\mathbb{C}, \Gamma)} \), we get canonical morphisms \( \eta_A : A \rightarrow C^*(A)_{**,} \) in \( \text{\textit{*-Alg}}^0_{(\mathbb{C}, \Gamma)} \) and \( \epsilon_C : C^*(C_{**,}) \rightarrow C \) in \( \text{\textit{C*-Alg}}_{(\mathbb{C}, \Gamma)} \).

**Proposition.** The functors \( C^*(−) \) and \((−)_{**,} \) are adjoint, where the unit and counit of the adjunction are the families \( (\eta_A)_A \) and \( (\epsilon_C)_C \), respectively. Furthermore, \((−)_{**,} \) is faithful.

**Proof.** Let \( A \in \text{\textit{*-Alg}}^0_{(\mathbb{B}, \Gamma)} \) and \( C \in \text{\textit{C*-Alg}}_{(\mathbb{B}, \Gamma)} \). Since the representation \( A \rightarrow C^*(A) \) has dense image and is universal, the assignment \( (C^*(A) \xrightarrow{\pi} C) \rightarrow (A \xrightarrow{\eta_A} C^*(A)_{**,} \xrightarrow{\pi_{**,}} C_{**,}) \) yields a bijective correspondence between morphisms \( C^*(A) \rightarrow C \) and morphisms \( A \rightarrow C_{**,} \). The functor \((−)_{**,} \) is faithful because \( A_{**,} \subseteq A \) is dense. □
3.1.9. Remark. Similar arguments as in the proof of Lemma 3.1.7 show that for all $A,C \in \mathsf{C}^*\mathsf{-Alg}_{\mathbb{(C,}\Gamma)}$, $D,E \in \mathsf{*-Alg}_{\mathbb{(C,}\Gamma)}$ and all $\gamma,\gamma'' \in \Gamma$,

$$(A \hat{\otimes} C)_{\gamma,\gamma''} = \sum_{\gamma'} A_{\gamma_\gamma'} \otimes C_{\gamma',\gamma''}, \quad \mathsf{C}^*(D) \hat{\otimes} \mathsf{C}^*(E))_{\gamma,\gamma'} = \sum_{\gamma'} D_{\gamma_\gamma'} \otimes E_{\gamma',\gamma''}.$$

A short exact sequence of $(\mathbb{C},\Gamma)$-$\mathsf{C}^*$-algebras is a sequence of morphisms $J \hookrightarrow A \twoheadrightarrow C$ in \textbf{C}*-\textbf{Alg}_{\mathbb{(C,}\Gamma)} such that $\ker \iota = 0$, $\iota(J) = \ker \pi$ and $\pi(A) = C$. A functor on \textbf{C}*-\textbf{Alg}_{\mathbb{(C,}\Gamma)} is exact if it maps short exact sequences to short exact sequences.

3.1.10. Proposition. For every $(\mathbb{C},\Gamma)$-$\mathsf{C}^*$-algebra $D$, the functions $- \hat{\otimes} D$ and $D \hat{\otimes} -$ on \textbf{C}*-\textbf{Alg}_{\mathbb{(C,}\Gamma)} are exact.

Proof. If $J \hookrightarrow A \twoheadrightarrow C$ is a short exact sequence in \textbf{C}*-\textbf{Alg}_{\mathbb{(C,}\Gamma)}$, then $J \otimes D \xrightarrow{\iota \otimes \text{id}} A \hat{\otimes} D$ is exact (see, e.g., [5, Proposition 3.7]), whence $\ker(\iota \otimes \text{id}) = 0$ and

$$\ker(\pi \otimes \text{id}) = p_{A,D}(\ker(\pi \otimes \text{id})) = p_{A,D}(\iota(\text{id})(J \otimes D))$$

$$= (\text{id})(p_{J,D}(J \otimes D)) = (\text{id})(J \otimes D),$$

$$= p_{C,D}((\text{id})(A \hat{\otimes} D)) = p_{C,D}(C \hat{\otimes} D) = C \hat{\otimes} D. \quad \square$$

3.2. The monoidal category of $(B,\Gamma)$-$\mathsf{C}^*$-algebras. We now define an analogue of $(B,\Gamma)$-$\mathsf{*-Alg}$ on the level of universal $\mathsf{C}^*$-algebras, and construct a monoidal product which is unital and associative.

3.2.1. Definition. A $(B,\Gamma)$-$\mathsf{C}^*$-algebra is a $(\mathbb{C},\Gamma)$-$\mathsf{C}^*$-algebra $A$ equipped with unital $\mathsf{*-homomorphisms}$ $r_A, s_A: B \to A_{e,e}$ such that $A_{\gamma,\gamma}$ is a $(B,\Gamma)$-$\mathsf{*-Alg}$ with respect to the map $r_A \times s_A: B \otimes B \to A_{e,e}, b \otimes b' \mapsto r_A(b)s_A(b')$. A morphism of $(B,\Gamma)$-$\mathsf{C}^*$-algebras is a $B \otimes B$-linear morphism of $(\mathbb{C},\Gamma)$-$\mathsf{C}^*$-algebras. We denote by $\mathsf{C}^*\mathsf{-Alg}_{(B,\Gamma)}$ the category of all $(B,\Gamma)$-$\mathsf{C}^*$-algebras. Replacing $\mathsf{*-homomorphisms}$ by c.p.-maps, we define c.p.-maps of $(B,\Gamma)$-$\mathsf{C}^*$-algebras and the category $\mathsf{C}^*\mathsf{-Alg}_{(B,\Gamma)}$.

Denote by $\mathsf{*-Alg}_{(B,\Gamma)} \subseteq \mathsf{*-Alg}_{(B,\Gamma)}$ the full subcategory formed by all $(B,\Gamma)$-$\mathsf{*-Alg}$-algebras that have an enveloping $\mathsf{C}^*$-algebra. This category is related to $\mathsf{C}^*\mathsf{-Alg}_{(B,\Gamma)}$ as follows. If $C \in \mathsf{C}^*\mathsf{-Alg}_{(B,\Gamma)}$, then $C_{\gamma,\gamma} \in \mathsf{*-Alg}_{(B,\Gamma)}$ by Lemma 3.1.6. Conversely, if $A \in \mathsf{*-Alg}_{(B,\Gamma)}$, then $C^*(A)$ carries a natural structure of a $(B,\Gamma)$-$\mathsf{C}^*$-algebra. The canonical maps $\eta_A: A \to C^*(A)_{\gamma,\gamma}$ and $\epsilon_C: C^*(C_{\gamma,\gamma}) \to C$ are morphisms in $\mathsf{*-Alg}_{(B,\Gamma)}$ and $\mathsf{C}^*\mathsf{-Alg}_{(B,\Gamma)}$, respectively, and Proposition 3.1.8 therefore implies:

3.2.2. Corollary. The assignments $A \mapsto C^*(A), \pi \mapsto C^*(\pi)$ and $A \mapsto A_{\pi,\pi} \to \pi_{\gamma,\gamma}$ form a pair of adjoint functors

$$\mathsf{*-Alg}_{(B,\Gamma)} \xrightarrow{\mathsf{C}^*(-)} \mathsf{C}^*\mathsf{-Alg}_{(B,\Gamma)}$$
where the unit and counit of the adjunction are the families \((\eta_A)_A\) and \((\epsilon_C)_C\), respectively. Furthermore, \((-)_{\ast,\ast}\) is faithful.

Let \(A\) and \(C\) be \((B, \Gamma)\)-\(C^\ast\)-algebras. Then the \((C, \Gamma)\)-\(C^\ast\)-algebra \(A \otimes C\) is a \((B, \Gamma)\)-\(C^\ast\)-algebra with respect to the \(*\)-homomorphisms \(r: b \mapsto r_A(b) \hat{\otimes} 1\) and \(s: b' \mapsto 1 \hat{\otimes} s_C(b')\), and the assignments \((A, C) \mapsto A \otimes C\) and \((\phi, \psi) \mapsto \phi \hat{\otimes} \psi\) define a product \(- \hat{\otimes} -\) on \(C^\ast\)-\text{Alg}_{(B, \Gamma)}\) that is associative in the obvious sense. Using the map

\[
t_{A,C}: B \to A \hat{\otimes} C, \quad b \mapsto s_A(b) \hat{\otimes} 1 - 1 \hat{\otimes} r_C(b),
\]

we define an ideal \((t_{A,C}(B)) \subseteq A \hat{\otimes} C\). Since \(t_{A,C}(B) \subseteq (A \hat{\otimes} C)_{\epsilon, \epsilon}\), the quotient

\[
A \hat{\otimes} C := (A \hat{\otimes} C)/(t_{A,C}(B)).
\]

inherits the \((B, \Gamma)\)-\(C^\ast\)-algebra structure of \(A \otimes C\). For every pair of morphisms \(\phi: A \to C\) and \(\psi: D \to E\) in \(C^\ast\)-\text{Alg}_{(B, \Gamma)}\), the morphism \(\phi \hat{\otimes} \psi\) maps \(t_{A,D}(B)\) to \(t_{C,E}(B)\) and thus factorizes to a morphism \(\phi \hat{\otimes} \psi: A \hat{\otimes} D \to C \hat{\otimes} E\). We thus obtain a product \(- \hat{\otimes} -\) on \(C^\ast\)-\text{Alg}_{(B, \Gamma)}\), and the canonical quotient map \(q_{A,C}: A \hat{\otimes} C \to A \hat{\otimes} C\) yields a natural transformation \(q = (q_{A,C})_{A,C}\) from \(- \hat{\otimes} -\) to \(- \hat{\otimes} -\).

3.2.3. Remarks. i) For all \((B, \Gamma)\)-\(C^\ast\)-algebras \(A, C\), one has \([t_{A,C}(B)(A \hat{\otimes} C)] = t_{A,C}(B) = [(A \hat{\otimes} C)t_{A,C}(B)]\). Indeed, a short calculation shows that for all \(\gamma, \gamma', \gamma'' \in \Gamma, a \in A_{\gamma, \gamma'}, c \in C_{\gamma', \gamma''}, b \in B\), \((a \hat{\otimes} c)t_{A,C}(b) = t_{A,C}(\gamma'(b))(a \hat{\otimes} c)\), and now the assertion follows from Remark 3.1.9.

ii) For every \((B, \Gamma)\)-\(C^\ast\)-algebra \(D\), the functors \(- \hat{\otimes} D\) and \(D \hat{\otimes} -\) on \(C^\ast\)-\text{Alg}_{(B, \Gamma)}\) preserve surjections because the functors \(- \hat{\otimes} D\) and \(D \hat{\otimes} -\) do so by Proposition 3.1.10.

We show that the full crossed product \(B \hat{\times} \Gamma := C^\ast(B \times \Gamma)\) is the unit for the product \(- \hat{\otimes} -\). Denote by \(t_{\Gamma}: C^\ast(\Gamma) \to B \hat{\times} \Gamma\) the natural inclusion.

3.2.4. Proposition. i) For each \((B, \Gamma)\)-\(C^\ast\)-algebra \(A\), the \(*\)-homomorphisms

\[
L_A: A \xrightarrow{\delta_A} C^\ast(\Gamma) \hat{\otimes} A \xrightarrow{\text{id}_{\hat{\otimes} B}} (B \hat{\times} \Gamma) \hat{\otimes} A \xrightarrow{q_{B, \hat{\times} \Gamma}} (B \hat{\times} \Gamma) \hat{\otimes} A
\]

and

\[
R_A: A \xrightarrow{\delta_A} A \hat{\otimes} C^\ast(\Gamma) \xrightarrow{\text{id}_{A \hat{\otimes} B}} A \hat{\otimes} (B \hat{\times} \Gamma) \xrightarrow{q_{A, B \hat{\times} \Gamma}} A \hat{\otimes} (B \hat{\times} \Gamma),
\]

where the unit and counit of the adjunction are the families \((\eta_A)_A\) and \((\epsilon_C)_C\), respectively. Furthermore, \((-)_{\ast,\ast}\) is faithful.
are isomorphisms of \((B, \Gamma)\)-\(C^*\)-algebras.

ii) The families \(R = (R_A)_A\) and \(L = (L_A)_A\) form natural isomorphism from \(id\) to
\[
((B \hat{\otimes} \Gamma) \otimes -) \quad \text{and} \quad (- \otimes (B \hat{\otimes} \Gamma)),
\]
respectively, regarded as functors on \(\mathbf{C^*-Alg}^{(B, \Gamma)}\).

**Proof.** One easily checks that each \(L_A\) is a morphism of \((B, \Gamma)\)-\(C^*\)-algebras and that \(L = (L_A)_A\) is a natural transformation. We show that \(L_A\) is an isomorphism for every \((B, \Gamma)\)-\(C^*\)-algebra \(A\). The assertions concerning \(R = (R_A)_A\) then follow similarly.

To prove that \(L_A\) is surjective, we only need to show that \((t_{B \hat{\otimes} \Gamma, A}(B)) + C^*(\Gamma) \hat{\otimes} A\) is dense in \((B \hat{\otimes} \Gamma) \hat{\otimes} A\). But by Remark 3.1.9, elements of the form
\[
b\gamma \otimes a = t_{B \hat{\otimes} \Gamma, A}(b)(\gamma \otimes a) + \gamma \otimes r_A(b)a,
\]
where \(b \in B, a \in A, \gamma, \gamma' \in \Gamma\), are linearly dense in \((B \hat{\otimes} \Gamma) \hat{\otimes} A\).

To prove that \(L_A\) is injective, we only need to show that the intersection
\[
J := (\iota_{\Gamma}(C^*(\Gamma)) \hat{\otimes} A) \cap (t_{B \hat{\otimes} \Gamma, A}(B)) \subseteq (B \hat{\otimes} \Gamma) \hat{\otimes} A
\]
equals 0. Since \(J = \mathcal{J}_{e,e}\) by Lemma 3.1.7, it suffices to show that \(J_{\gamma, \gamma'} = 0\) for all \(\gamma, \gamma' \in \Gamma\). Note that \(J_{\gamma, \gamma'} = [\gamma \otimes A_{\gamma, \gamma'}] \cap [(B\gamma \otimes A_{\gamma, \gamma'})t_{B \hat{\otimes} \Gamma, A}(B)]\). For each \(\gamma, \gamma' \in \Gamma\), define a linear map \(R_{\gamma, \gamma'} : B\gamma \otimes A_{\gamma, \gamma'} \rightarrow A_{\gamma, \gamma'}\) by \(b\gamma \otimes a \mapsto r(b)a\). Then \(R_{e,e}\) extends to a \(*\)-homomorphism on the \(C^*\)-subalgebra \(B \hat{\otimes} A_{e,e} \subseteq (B \hat{\otimes} \Gamma) \hat{\otimes} A\), and each \(R_{\gamma, \gamma'}\) extends to a bounded linear map on \([B\gamma \otimes A_{\gamma, \gamma'}] \subseteq (B \hat{\otimes} \Gamma) \hat{\otimes} A\) because
\[
\|R_{\gamma, \gamma'}(z)\| = \|R_{\gamma, \gamma'}(z)R_{\gamma, \gamma'}(z)^*\| = \|R_{e,e}(zz^*)\| \leq \|zz^*\| = \|z\|^2
\]
for all \(z \in B\gamma \otimes A_{\gamma, \gamma'}\). Now, \(R_{\gamma, \gamma'}(zt_{B \hat{\otimes} \Gamma, A}(b)) = 0\) for all \(z \in [B\gamma \otimes A_{\gamma, \gamma'}]\) and \(b \in B\), and \(R_{\gamma, \gamma'}(\gamma \otimes a) = a\) for all \(a \in A_{\gamma, \gamma'}\). Consequently, \(J_{\gamma, \gamma'} = 0\).

We now show that the product \(- \hat{\otimes} -\) is associative. Let \(A, C, D\) be \((B, \Gamma)\)-\(C^*\)-algebras, denote by \(a_{A,C,D} : (A \hat{\otimes} C) \hat{\otimes} D \rightarrow A \hat{\otimes} (C \hat{\otimes} D)\) the canonical isomorphism and let
\[
\Phi_{A,C,D} := q_{A,C,D} \circ (q_{A,C} \otimes id) : (A \hat{\otimes} C) \hat{\otimes} D \rightarrow (A \hat{\otimes} C) \hat{\otimes} D,
\]
\[
\Psi_{A,C,D} := q_{A,C,D} \circ (id \otimes q_{C,D}) : A \hat{\otimes} (C \hat{\otimes} D) \rightarrow A \hat{\otimes} (C \hat{\otimes} D).
\]

**3.2.5. Lemma.**

i) \(\ker \Phi_{A,C,D}\) and \(\ker \Psi_{A,C,D}\) are generated as ideals by \(t_{A,C}(B) \otimes 1_D + t(1_A \otimes t_{C,D}(B) + t_{A,C}(C \hat{\otimes} D)\), respectively.

ii) There exists a unique isomorphism of \((B, \Gamma)\)-\(C^*\)-algebras \(\tilde{a}_{A,C,D} : (A \hat{\otimes} C) \hat{\otimes} D \rightarrow A \hat{\otimes} (C \hat{\otimes} D)\) such that \(\tilde{a}_{A,C,D} \circ \Phi_{A,C,D} = \Psi_{A,C,D} \circ a_{A,C,D}\).
Proof. i) By Proposition 3.1.10, \( \ker(q_{A,C} \hat{\otimes} \text{id}_D) = (\ker q_{A,C}) \hat{\otimes} D = (t_{A,C}(B)) \hat{\otimes} D \), and \( \ker q_{A,C} \hat{\otimes} D \) is generated as an ideal by \((q_{A,C} \hat{\otimes} \text{id}_D)(t_{A,C}(B)) \). The assertion on \( \Phi_{A,C,D} \) follows, and the assertion concerning \( \Psi_{A,C,D} \) follows similarly.

ii) Using i), one easily verifies that \( a_{A,C,D}(\ker \Phi_{A,C,D}) = \ker \Psi_{A,C,D} \). We thus get an isomorphism \( \tilde{a}_{A,C,D} \) of \( C^* \)-algebras which is easily seen to be an isomorphism of \((B,\Gamma)\)-\( C^* \)-algebras. \( \square \)

3.2.6. Proposition. The family \( \tilde{a}_{A,C,D} \) is a natural isomorphism from \((- \hat{\otimes} -) \hat{\otimes} \)
\(- \to - \hat{\otimes} (- \hat{\otimes} -) \).

Proof. By Lemma 3.2.5, we only need to check naturality which is straightforward. \( \square \)

3.3. Free dynamical quantum groups on the level of universal \( C^* \)-algebras.

Given the monoidal structure on the category of all \((B,\Gamma)\)-\( C^* \)-algebras, the definitions in §2.1–§2.4 carry over as follows:

3.3.1. Definition. A compact \((B,\Gamma)\)-Hopf \( C^* \)-algebroid is a \((B,\Gamma)\)-\( C^* \)-algebra \( A \) with a morphism \( \Delta: A \to A \hat{\otimes} A \) satisfying

i) \( (\Delta \hat{\otimes} \text{id}) \circ \Delta = (\text{id} \hat{\otimes} \Delta) \circ \Delta \) (coassociativity),

ii) \( [\Delta(A)(1 \otimes A_{e,\ast})] = A \hat{\otimes} A = [(A_{\ast,e} \otimes 1)\Delta(A)] \), where \( A_{e,\ast} = \{ \sum_\gamma A_{e,\gamma} \} \subseteq A \) and \( A_{\ast,e} = \{ \sum_\gamma A_{\gamma,e} \} \subseteq A \) (cancellation).

A counit for a compact \((B,\Gamma)\)-Hopf \( C^* \)-algebroid \((A,\Delta)\) is a morphism \( \epsilon: A \to B \hat{\otimes} \Gamma \) of \((B,\Gamma)\)-\( C^* \)-algebras satisfying \( (\epsilon \hat{\otimes} \text{id}) \circ \Delta = \text{id}_A = (\text{id} \hat{\otimes} \epsilon) \circ \Delta \). A morphism of compact \((B,\Gamma)\)-Hopf \( C^* \)-algebroids \((A,\Delta_A)\) and \((C,\Delta_C)\) is a morphism \( \pi: A \to C \) satisfying \( \Delta_C \circ \pi = (\pi \hat{\otimes} \pi) \circ \Delta_A \). We denote the category of all compact \((B,\Gamma)\)-Hopf \( C^* \)-algebroids by \( \text{Hopf}^*_\Gamma(B,\Gamma) \).

Denote by \( \text{Hopf}^0(B,\Gamma) \) the full subcategory of \( \text{Hopf}^*_\Gamma(B,\Gamma) \) formed by all \((B,\Gamma)\)-Hopf \( * \)-algebroids \((A,\Delta,\epsilon,S)\) where \( A \in \text{-Alg}^0(B,\Gamma) \).

3.3.2. Proposition. Let \((A,\Delta,\epsilon,S) \in \text{Hopf}^*_\Gamma(B,\Gamma) \). Then \( \Delta \) extends to a morphism of \((B,\Gamma)\)-\( C^* \)-algebras \( \Delta_{C^*(A)} : C^*(A) \to C^*(A) \hat{\otimes} C^*(A) \) such that \((C^*(A),\Delta_{C^*(A)})\) is a compact \((B,\Gamma)\)-Hopf \( C^* \)-algebroid with the counit \( C^*(\epsilon): C^*(A) \to C^*(B \times \Gamma) = B \hat{\otimes} \Gamma \).

Proof. The composition of \( \Delta \) with the canonical map \( A \hat{\otimes} A \to C^*(A) \hat{\otimes} C^*(A) \) extends to a morphism \( \Delta_{C^*(A)} \) by the universal property of \( C^*(A) \). Coassociativity of \( \Delta \) and density of \( A \) in \( C^*(A) \) imply coassociativity of \( \Delta_{C^*(A)} \), and cancellation follows from Remark 2.1.9 ii). \( \square \)
The assignments \((A, \Delta, \epsilon, S) \mapsto (C^*(A), \Delta_{C^*(A)})\) and \(\pi \mapsto C^*(\pi)\) evidently form a functor \(\text{Hopf}^0(B, \Gamma) \to C^*-\text{Hopf}^0(B, \Gamma)\).

We now apply this functor to the free unitary and free orthogonal dynamical quantum groups \(A_n^U(\nabla, F)\) and \(A_n^O(\nabla, F, G)\) introduced in Definition 2.4.4, Theorem 2.4.5 and Definition 2.4.11, Theorem 2.4.12, respectively.

Let \(\gamma_1, \ldots, \gamma_n \in \Gamma\) and \(\nabla = \text{diag}(\gamma_1, \ldots, \gamma_n) \in M_n(B \times \Gamma)\).

Assume that \(F \in \text{GL}_n(B)\) be \(\nabla\)-even in the sense that \(\nabla F \nabla^{-1} \in M_n(B)\). Then the \((B, \Gamma)\)-Hopf \(*\)-algebroid \(A_n^B(\nabla, F)\) is generated by a copy of \(B \otimes B\) and entries of a unitary matrix \(v \in M_n(A_n^B(\nabla, F))\) and therefore has an enveloping \(C^*\)-algebra. Applying the functor \(C^*(-)\) and unraveling the definitions, we find:

**3.3.3. Corollary.** \(C^*(A_n^B(\nabla, F))\) is the universal \(C^*\)-algebra generated by an inclusion \(r \times s\) of \(B \otimes B\) and by the entries of a unitary \(n \times n\)-matrix \(v\) subject to the relations

\[
\begin{align*}
&i) \ v_{ij}r(b) = r(\gamma_{ij}(b))v_{ij} \text{ and } v_{ij}s(b) = s(\gamma_{ij}(b))v_{ij} \text{ for all } i, j \text{ and } b \in B, \\
&ii) \ v^{-T} = \bar{v} \text{ is invertible and } r_n(\nabla F \nabla^{-1})v^{-T} = vs_n(F).
\end{align*}
\]

It has the structure of a compact \((B, \Gamma)\)-Hopf \(C^*\)-algebroid with counit, where for all \(i, j\),

\[
\delta(v_{ij}) = \gamma_i \otimes \gamma_j, \quad \bar{\delta}(v_{ij}) = v_{ij} \gamma_i, \quad \Delta(v_{ij}) = \sum_k v_{ik} \otimes v_{kj}, \quad \epsilon(v_{ij}) = \delta_{ij}.
\]

Let \(F, G \in \text{GL}_n(B)\) be \(\nabla\)-odd in the sense that \(\nabla F \nabla, F \nabla G \in M_n(B)\), and assume that \(GF^* = FG^*\). If \(G^{-1}F = \lambda H H^T\) for some \(\lambda \in \mathbb{C}\) and some \(\nabla\)-even \(H \in \text{GL}_n(B)\), then \(A_n^B(\nabla, F, G)\) is generated by a copy of \(B \otimes B\) and entries of a unitary matrix \(u \in M_n(A_n^B(\nabla, F, G))\) by Remark 2.4.13 iii), and therefore has an enveloping \(C^*\)-algebra.

**3.3.4. Corollary.** \(C^*(A_n^B(\nabla, F, G))\) is is the universal \(C^*\)-algebra generated by an inclusion \(r \times s\) of \(B \otimes B\) and by the entries of an invertible \(n \times n\)-matrix \(v\) subject to the relations

\[
\begin{align*}
&i) \ v_{ij}r(b) = r(\gamma_{ij}(b))v_{ij} \text{ and } v_{ij}s(b) = s(\gamma_{ij}(b))v_{ij} \text{ for all } i, j \text{ and } b \in B, \\
&ii) \ r_n(\nabla F \nabla)v^{-T} = vs_n(F) \text{ and } r_n(\nabla G \nabla)\bar{v} = vs_n(G).
\end{align*}
\]

It carries the structure of a compact \((B, \Gamma)\)-Hopf \(C^*\)-algebroid with counit such that (12) holds.

**Acknowledgments.** I thank Erik Koelink for introducing me to dynamical quantum groups and for stimulating discussions, and the referee for helpful suggestions.
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Dynamical quantum groups were introduced by Etingof and Varchenko as an alge-
braic framework for the study of the dynamical quantum Yang-Baxter equation [6, 7, 8],
a variant of the Yang-Baxter equation arising in statistical mechanics. Every (rigid)
solution of this equation has a naturally associated tensor category of representations
which turns out to be equivalent to the category of representations of some dynamical
quantum group. In the case of the basic rational or basic trigonometric solution, this
dynamical quantum group can be regarded as a quantization of the function algebra on
some Poisson-Lie-groupoid. In general, it can be regarded as a quantum groupoid and
fits into the theory of Hopf algebroids developed by Böhm and others [1].

Measured quantum groupoids were introduced by Enock, Lesieur and Vallin [2, 13] to
capture generalized Galois symmetries of certain inclusions of type II_1 factors [3, 4, 15].
Apart from this fundamental example in von Neumann algebra theory, which was also
considered in the algebraic setting [9, 19], and from the finite case, only few measured
quantum groupoids have been constructed and investigated yet [13, 29].

Up to now, connections between algebraic and operator-algebraic approaches to quan-
tum groupoids have only been explored in the finite case [14, 17, 28] and in the form of
a few examples and constructions that exist on both levels. The situation is very dif-
erent in the area of quantum groups, where Woronowicz’s theory of compact quantum
groups [35] and van Daele’s theory of multiplier Hopf algebras with integrals [12, 31]
form a bridge between the algebraic and operator-algebraic approaches, combining the
computational convenience of the former with the power and richness of the latter.

Another approach to quantum groupoids which is equivalent to the algebraic and
operator algebraic one, at least in finite dimensions, is via fusion categories [5, 19].

In this article, we associate to suitable dynamical quantum groups, which are purely
algebraic objects, Hopf C*-bimodules and measured quantum groupoids on the level of
von Neumann algebras. The main example of a dynamical group we have in mind for
application is the dynamical SU_q(2) studied by Koelink and Rosengren [10], and in a
subsequent article, we want to study the construction for this example in detail.

On the dynamical quantum groups, we have to impose several assumptions.
First, we need a left- and a right-invariant integral, which correspond to fiber-wise
integration on a groupoid, and a weight on the basis that is suitably quasi-invariant,
such that the resulting total integrals are faithful, positive, and coincide. In the case
of the dynamical SU_q(2), the left- and right-invariant integrals can be obtained from a
Peter-Weyl decomposition due to Koelink and Rosengren [10], while the quasi-invariant
weight on the basis can be chosen quite freely.

Second, we assume the dynamical quantum group to be proper, which is the natural
analogue of compactness and unitality for quantum groupoids, and to possess a specific
approximate unit in the base algebra. The dynamical SU_q(2) mentioned above even is compact and thus satisfies this second assumption.

In particular, the dynamical quantum group need not be a Hopf algebroid, but only a multiplier Hopf algebroid in the sense of [25]. The latter are closely related to the weak multiplier Hopf algebras that were recently introduced by Van Daele and Wang [33, 34].

Third, we assume that the quasi-invariant weight on the basis admits a bounded GNS-construction. Like the first condition, this one is very natural. In the case of the dynamical SU_q(2), the base algebra is formed by all meromorphic functions on the plane and does not admit any non-trivial bounded representations. To apply our construction, one therefore has to change the base and check that the Peter-Weyl decomposition persists.

Given these assumptions, the measured quantum groupoid is constructed as follows.

The algebraic GNS-construction, applied to the total integral on the dynamical quantum group, yields a Hilbert space of square-integrable functions on the dynamical quantum group together with a natural representation by densely defined multiplication operators. To obtain a C*-algebra or von Neumann algebra, one has to show that these multiplication operators are bounded. To prove this and to lift the comultiplication to the resulting C*-algebra and von Neumann algebra, we proceed as in the case of quantum groups [23] and construct a fundamental unitary which is pseudo-multiplicative on the level of von Neumann algebras and C*-algebras in the sense of [27] and [24], respectively. The general theory of these unitaries then yields completions of the dynamical quantum group in the form a Hopf C*-bimodule and a Hopf von-Neumann bimodule, and simultaneously a Pontrjagin dual in the same form. Finally, we extend the invariant integrals to the level of operator algebras, using properness of the dynamical quantum group and standard von Neumann algebra techniques.

This article is organized as follows.

Section 1 provides the algebraic basics on dynamical quantum groups and integration that are needed for the construction in Section 2. We first generalize the definition of a dynamical quantum group or h-Hopf algebroid, allowing the base to be non-unital, then consider left- and right-invariant integrals on the total algebra and quasi-invariant weights on the basis, and finally construct a *-algebra related to the Pontrjagin dual. The main result of this section is the existence of a modular automorphism for the total integral, which follows from a strong invariance property similarly as in the setting of multiplier Hopf algebras [31].

Section 2 presents the construction of the measured quantum groupoid outlined above. It uses Connes spatial theory, in particular the relative tensor product of Hilbert modules, and the C*-algebraic analogue of that construction [22], and introduces the necessary concepts along the way when they are needed.

We use standard notation and adopt the following conventions. All algebras will be over the ground field C and we do not assume the existence of a unit element. Given a vector space V with a subset X ⊆ V, we denote by ⟨X⟩ ⊆ V the linear span and, if V is normed, by [X] ⊆ V the closed linear span of X. Inner products on Hilbert spaces will be linear in the second and anti-linear in the first variable.
1. Dynamical quantum groups with integrals on the algebraic level

This section summarizes and develops the basics on dynamical quantum groups and integration used in this article. Before turning to details, let us outline the main concepts.

A dynamical quantum group is a special quantum groupoid and as such consists of an algebra \( B \) called the basis, an algebra \( A \), an embedding \( r: B \to A \) and an antihomomorphic embedding \( s: B \to A \) whose images commute, and a comultiplication, antipode and counit. What makes it special is that the basis \( B \) is commutative, that \( r(B) \) and \( s(B) \) are central in \( A \) up to a twist which is controlled by an action of a group \( \Gamma \) on \( B \) and a bigrading of \( A \) by \( \Gamma \), and that the target of the comultiplication is a well-behaved monoidal product \( A \hat{\otimes} A \).

Integration on a quantum groupoid involves several ingredients. The analogue of the left- or right-invariance property of Haar measures on groups, Haar systems on groupoids, and Haar weights on quantum group can be formulated for conditional expectations from \( A \) to \( r(B) \) or \( s(B) \), respectively. To obtain a total integration on \( A \), such a partial integral has to be composed with a suitable functional on \( B \) that is quasi-invariant with respect to the action of \( \Gamma \).

Let us now turn to details. We proceed as follows.

From the beginning, we assume all our algebras to possess an involution but not necessarily a unit. We first recall terminology concerning non-unital algebras (§1.1), then describe the monoidal product \( A \hat{\otimes} A \) (§1.2), and define dynamical quantum groups or, more precisely, multiplier \((B,\Gamma)\)-Hopf \(*\)-algebroids (§1.3). Afterwards, we introduce and study integrals (§1.4–§1.6) and prove the existence of a modular automorphism that controls the deviation of the total integral from being a trace. Using integration, we finally construct the dual \(*\)-algebra of a multiplier \((B,\Gamma)\)-Hopf \(*\)-algebroid (§1.7).

1.1. Preliminaries on non-unital algebras. To handle non-unital algebras, we use extra non-degeneracy assumptions and multiplier algebras [30, appendix] which are recalled below.

Let \( R \) be an algebra, not necessarily unital. Given a left \( R \)-module \( M \), we say that \( R \) has local units for \( M \) if for each finite subset \( F \subseteq M \), there exists some \( r \in R \) such that \( rm = m \) for all \( m \in F \) [32]. The corresponding notion for right \( R \)-modules is defined similarly. We say that \( R \) has local units if it has local units for \( R \), regarded as a left and as a right \( R \)-module.

Let \( R \) and \( S \) be algebras with local units, let \( N \) be an \( R-S \)-bimodule and assume that \( R \) and \( S \) have local units for \( N \). A multiplier of \( N \) is a pair \( T = (T_\rho, T_\lambda) \), where \( T_\rho: R \to N \) is a left \( R \)-module map and \( T_\lambda: S \to N \) a right \( S \)-module map satisfying \( T_\rho(r)s = rT_\lambda(s) \) for all \( r \in R, s \in S \). Given such a multiplier, we write \( rT := T_\rho(r) \) and \( Ts := T_\lambda(s) \) for all \( r \in R, s \in S \). We denote the set of all multipliers of \( N \) by \( M(N) \).

Clearly, \( N \) embeds into \( M(N) \) and \( M(N) \) carries a natural structure of an \( R-S \)-bimodule that is compatible with this embedding.

Regarding \( R \) as an \( R-R \)-bimodule, \( M(R) \) becomes an algebra via \( TT'' = (T'_\rho \circ T_\rho, T'_\lambda \circ T_\lambda) \), and \( R \) embeds into \( M(R) \) as an essential ideal. If \( R \) is a \(*\)-algebra, then so is \( M(R) \), where the adjoint of a multiplier \( T = (T_\rho, T_\lambda) \in M(R) \) is the pair \( T^* = (T_\rho^*, T_\lambda^*) \) given by \( T_\rho^*(r) = (T_\lambda(r^*))^* \) and \( T_\lambda^*(r) = (T_\rho(r^*))^* \) for all \( r \in R \).
The bimodule $N$ is an $M(R)$-$M(S)$-bimodule via $T(rns)T' := T_\lambda(r)nT'_p(s)$ for all $T \in M(R), r \in R, n \in N, s \in S, T' \in M(S)$, and $M(N)$ is an $M(R)$-$M(S)$-bimodule via $TT'' := (T''_p \circ T'_p \circ T_p, T_x \circ T'_x \circ T''_x)$ for all $T \in M(R), T' \in M(N), T'' \in M(S)$.

A homomorphism $\pi: R \to M(S)$ is non-degenerate if $\langle \pi(R)S \rangle = S = \langle S(\pi(R)) \rangle$; in that case, it extends uniquely to a homomorphism $M(R) \to M(S)$ which is again denoted by $\pi$ (see [30]).

1.2. The category of $(B, \Gamma)^{ev}$-algebras. Let $B$ be a commutative $*$-algebra with local units, let $\Gamma$ be a group that acts on $B$ on the left, and let $e \in \Gamma$ be the unit.

A $(B, \Gamma)$-module is a $\Gamma$-graded $B$-bimodule $V = \bigoplus_{\gamma \in \Gamma} V_\gamma$ for which $B$ has local units, where each $V_\gamma$ is a $B$-bimodule and $vb = \gamma(b)v$ for all $v \in V_\gamma, b \in B, \gamma \in \Gamma$. A morphism of $(B, \Gamma)$-modules $V$ and $W$ is a morphism of $\Gamma$-graded $B$-bimodules.

A $(B, \Gamma)$-algebra is a $\Gamma$-graded $*$-algebra $A = \bigoplus_{\gamma \in \Gamma} A_\gamma$ which has local units in $A_e$ and is equipped with a $*$-homomorphism $B \to M(A)$ that turns $A$ into a $(B, \Gamma)$-module. Such a $(B, \Gamma)$-algebra is proper if $B$ maps into $A$.

Given a $(B, \Gamma)$-algebra $A$ and $\gamma \in \Gamma$, we denote by $M(A)_\gamma \subseteq M(A)$ the space of all multipliers $T \in M(A)$ satisfying $T \gamma T' \subseteq A_\gamma T'$ and $A_\gamma T \subseteq A_\gamma \gamma$ for all $T' \in \Gamma$.

A morphism $\pi: A \to M(C)$ satisfying $\pi(A_\gamma) \subseteq M(C)_\gamma$ for all $\gamma \in \Gamma$. Such a morphism is proper if it maps $A$ into $C$.

Using the extension of non-degenerate homomorphisms to multipliers, one defines the composition of morphisms and checks that $(B, \Gamma)$-algebras form a category.

The tensor product $B \otimes B$ is a $*$-algebra with local units and a natural action of $\Gamma \times \Gamma$. Replacing $(B, \Gamma)$ by $(B, \Gamma)^{ev} := (B \otimes B, \Gamma \times \Gamma)$ in the definition above, we obtain the category of all $(B, \Gamma)^{ev}$-algebras.

Let $A$ be a $(B, \Gamma)^{ev}$-algebra. We call an element $x \in A$ homogeneous and write $\partial_x = \gamma$ if $x \in A_{\gamma, \gamma}$ for some $\gamma, \gamma' \in \Gamma$. Thus, $\partial_x \partial_y = \partial_{xy}, \partial_x \partial_y = \partial_{xy}$ and $\partial_x \partial_y = \partial_x \partial_y = \partial_x \partial_y$. For all homogeneous $x, y \in A$. Define $r = r_A: B \to M(A)$ and $s = s_A: B \to M(A)$ be the unit and multiplication, respectively, to denote the resulting $B, \Gamma$-algebra.

Clearly, $B$ is a $(B, \Gamma)$-algebra and $B \otimes B$ is a $(B, \Gamma)^{ev}$-algebra with respect to the trivial gradings. Every $(B, \Gamma)$-algebra $A$ can be regarded as a $(B, \Gamma)^{ev}$-algebra, where $A_{(\gamma, \gamma')} = A_\gamma$ and $A_{(\gamma, \gamma')} = 0$ whenever $\gamma \neq \gamma'$, and $(b \otimes \gamma'(b')a = b\gamma'(b')a$ for all $b, b' \in B, a \in A$. Conversely, every $(B, \Gamma)^{ev}$-algebra $A$ can be considered as a $(B, \Gamma)$-algebra via $r: B \to M(A)$ and the grading given by $A_\gamma := \bigoplus_{\gamma' \in \Gamma} A_{\gamma, \gamma'}$, or via $s: B \to M(A)$ and the grading given by $A_{\gamma} := \bigoplus_{\gamma' \in \Gamma} A_{\gamma, \gamma'}$. We write $(A, r)$ and $(A, s)$, respectively, to denote the resulting $(B, \Gamma)$-algebra.

Denote by $B \otimes \Gamma$ the crossed product for the action of $\Gamma$ on $B$, that is, the universal algebra containing $B$ and $\Gamma$ such that $e = 1_B$ and $b\gamma \cdot \theta \gamma' = b\gamma(\theta')\gamma'$ for all $b, \theta \in B, \gamma, \gamma' \in \Gamma$. This is a $(B, \Gamma)$-algebra with respect to the natural inclusion $B \to B \otimes \Gamma$ and the involution and grading given by $(b\gamma)^* = \gamma^{-1}b^*$ and $(B \otimes \Gamma)_\gamma = B\gamma$ for all $b \in B, \gamma \in \Gamma$. 
The fiber product of \((B, \Gamma)^{ev}\)-algebras \(A\) and \(C\) is defined as follows. The subalgebra
\[
A \otimes C := \bigoplus_{\gamma, \gamma' \in \Gamma} A_{\gamma, \gamma'} \otimes C_{\gamma', \gamma''} \subseteq A \otimes C
\]
is a \((B, \Gamma)^{ev}\)-algebra, where \((A \otimes C)_{\gamma, \gamma''} = \sum_{\gamma'} A_{\gamma, \gamma'} \otimes C_{\gamma', \gamma''}\) for all \(\gamma, \gamma'' \in \Gamma\) and \((r \times s)(b \otimes u) = r_A(b) \otimes s_C(u)\) for all \(b, u \in B\). Let \(I \subseteq M(A \otimes C)\) be the ideal generated by \(\{s_A(b) \otimes 1 - 1 \otimes r_C(b) : b \in B\}\). Then the quotient
\[
A \otimes C := A \otimes C/(I(A \otimes C))
\]
is a \((B, \Gamma)^{ev}\)-algebra again, called the fiber product of \(A\) and \(C\). Write \(a \otimes c\) for the image of an element \(a \otimes c\) in \(A \otimes C\).

The assignment \((A, C) \mapsto A \otimes C\) is functorial, associative and unital. Indeed, for all morphisms of \((B, \Gamma)^{ev}\)-algebras \(\pi^1: A^1 \to C^1\), \(\pi^2: A^2 \to C^2\), there exists a morphism
\[
(1) \quad \pi^1 \otimes \pi^2: A^1 \otimes A^2 \to C^1 \otimes C^2, \quad a_1 \otimes a_2 \mapsto \pi^1(a_1) \otimes \pi^2(a_2);
\]
for all \((B, \Gamma)^{ev}\)-algebras \(A, C, D\), there exists an isomorphism
\[
(2) \quad (A \otimes C) \otimes D \to A \otimes (C \otimes D), \quad (a \otimes c) \otimes d \mapsto a \otimes (c \otimes d),
\]
and for each \((B, \Gamma)^{ev}\)-algebra \(A\), there exist isomorphisms
\[
(3) \quad (B \times \Gamma) \otimes A \to A, \quad b \gamma \otimes a \mapsto r(b)a, \quad A \otimes (B \times \Gamma) \to A, \quad a \otimes b \gamma \mapsto s(b)a.
\]
These isomorphisms are compatible in a natural sense and endow the category of \((B, \Gamma)^{ev}\)-algebras with a monoidal structure. From now on, we shall use them without further notice.

The category of \((B, \Gamma)^{ev}\)-algebras carries automorphisms \((-)^{op}\) and \((-)^{co}\) such that for each \((B, \Gamma)\)-algebra \(A\) and each morphism \(\phi: A \to C\), we have \(A^{co} = A\) as an algebra, \(A^{op}\) is the opposite \(*\)-algebra of \(A\), that is, the same vector space with the same involution and reversed multiplication, and
\[
(4) \quad (A^{op})_{\gamma, \gamma'} = A_{\gamma', \gamma}^{-1} for all \(\gamma, \gamma' \in \Gamma\), \quad r_{A^{op}} = r_A, \quad s_{A^{op}} = s_A, \quad \phi^{op} = \phi,
\]
\[
(5) \quad (A^{co})_{\gamma, \gamma'} = A_{\gamma, \gamma'} for all \(\gamma, \gamma' \in \Gamma\), \quad r_{A^{co}} = r_A, \quad s_{A^{co}} = s_A, \quad \phi^{co} = \phi.
\]
These automorphisms are involutive and commute, that is,
\[
(-)^{op} \circ (-)^{op} = \text{id}, \quad (-)^{co} \circ (-)^{co} = \text{id}, \quad (-)^{op} \circ (-)^{co} = (-)^{co} \circ (-)^{op}.
\]
Furthermore, they are compatible with the monoidal structure as follows. Given \((B, \Gamma)\)-algebras \(A, C\), there exist isomorphisms \((A \otimes C)^{op} \to A^{op} \otimes C^{op}\) and \((A \otimes C)^{co} \to C^{co} \otimes A^{co}\) given by \(a \otimes c \mapsto a^{op} \otimes c^{op}\) and \(a \otimes c \mapsto a^{co} \otimes c^{co}\), respectively. Moreover, \((B \times \Gamma)^{co} = B \times \Gamma\), there exists an isomorphism \(S_{B \times \Gamma}^1: B \times \Gamma \to (B \times \Gamma)^{op}, b \gamma \mapsto \gamma^{-1} b\), and all of these isomorphisms and the isomorphisms in (2) and (3) are compatible in a natural sense.
1.3. **Multiplier \((B, \Gamma)\)-Hopf \(*\)-algebroids.** We shall work with variants of the \(h\)-Hopf algebroids and \((B, \Gamma)\)-Hopf \(*\)-algebroids considered in \([7, 10]\) and \([21]\), respectively, where the basis need no longer be unital. These variants consist of a \((B, \Gamma)^{ev}\)-algebra and a comultiplication, counit and antipode, which will be introduced one after the other. To quickly proceed to the main part of this article, we postulate all the usual properties of these maps as axioms and leave a study of the axiomatics for later.

Given a \((B, \Gamma)^{ev}\)-algebra \(A\), we denote by \(\tilde{M}(A \hat{\otimes} A) \subseteq M(A \hat{\otimes} A)\) the set of all \(T \in M(A \hat{\otimes} A)\) for which all products of the form

\[
T(x_1 \hat{\otimes} 1_{M(A)}), \quad (x \hat{\otimes} 1_{M(A)})T, \quad T(1_{M(A)} \hat{\otimes} y), \quad (1_{M(A)} \hat{\otimes} y)T
\]

where \(x \in A, y \in A, \gamma, \gamma \in \Gamma\), lie in \(A \hat{\otimes} A\). Evidently, \(\tilde{M}(A \hat{\otimes} A)\) is a \(*\)-subalgebra of \(M(A \hat{\otimes} A)\).

1.3.1. **Definition.** A **comultiplication** on a \((B, \Gamma)^{ev}\)-algebra \(A\) is a morphism \(\Delta\) from \(A\) to \(A \hat{\otimes} A\) satisfying \(\Delta(A) \subseteq \tilde{M}(A \hat{\otimes} A)\) and \((\Delta \otimes \text{id}) \circ \Delta = (\text{id} \otimes \Delta) \circ \Delta\). A **(proper) multiplier** \((B, \Gamma)^{ev}\)-algebroid is a \((B, \Gamma)^{ev}\)-algebra with a comultiplication. A **morphism** of multiplier \((B, \Gamma)^{ev}\)-algebroids \((A, \Delta_A)\), \((B, \Delta_B)\) is a morphism \(\phi\) from \(A\) to \(B\) satisfying \(\Delta_B \circ \phi = (\phi \otimes \phi) \circ \Delta_A\).

Let \((A, \Delta)\) be a multiplier \((B, \Gamma)^{ev}\)-algebroid.

We shall need to form products of the form \(\Delta(x)(1 \otimes y)\) or \((y \otimes 1)\Delta(x)\) when \(\delta_y \neq e\) or \(\delta_y = e\), respectively, which are defined as follows. Let \(x, y \in A\). The multiplication on \(A \hat{\otimes} A\) induces a canonical \(A \hat{\otimes} A \hat{\otimes} A\)-\(A\)-\(A\)-bimodule structure on \(A \hat{\otimes} A\) and a canonical \(A \hat{\otimes} A \hat{\otimes} A\)-\(A\)-\(A\)-bimodule structure on \(A \hat{\otimes} A\). Using the natural maps \(sM(A) \hat{\otimes} _{B} r M(A) \rightarrow M(A) \rightarrow M(A) \hat{\otimes} _{B} A\) and \(M(A) \hat{\otimes} _{B} A \rightarrow M(A) \hat{\otimes} _{B} M(A) \hat{\otimes} _{B} A\), we define multipliers \(x \hat{\otimes} y, x \hat{\otimes} 1 \in M(sA \hat{\otimes} _{B} r A)\) and \(x \hat{\otimes} 1, 1 \hat{\otimes} y \in M(sA \hat{\otimes} _{B} r A)\) and \(x \hat{\otimes} 1, 1 \hat{\otimes} y \in M(sA \hat{\otimes} _{B} r A)\). Regarding \(M(sA \hat{\otimes} _{B} r A)\) as an \(M(A \hat{\otimes} A)\)-\(M(A \otimes A)\)-\(A\)-\(A\)-bimodule and \(M(sA \hat{\otimes} _{B} r A)\) as an \(M(A \otimes A)\)-\(M(A \hat{\otimes} A)\)-\(A\)-\(A\)-bimodule (see §1.1), we can then multiply these multipliers with \(\Delta(x)\) or \(\Delta(y)\), respectively.

1.3.2. **Lemma.** The following linear maps are well-defined:

\[
T_1: A \hat{\otimes} sA \hat{\otimes} r A, \quad x \hat{\otimes} y \mapsto \Delta(x)(1 \otimes y),
\]

\[
T_2: A \hat{\otimes} sA \hat{\otimes} r A, \quad x \hat{\otimes} y \mapsto (x \hat{\otimes} 1(1 \otimes y)),
\]

\[
T_3: sA \hat{\otimes} r A \hat{\otimes} A, \quad x \hat{\otimes} y \mapsto (1 \otimes y)(1 \otimes y),
\]

\[
T_4: r A \hat{\otimes} sA \hat{\otimes} r A, \quad x \hat{\otimes} y \mapsto \Delta(y)(x \hat{\otimes} 1).
\]

**Proof.** We only prove the assertion concerning \(T_1\), the cases of \(T_2, \ldots, T_4\) being similar. Using the explanations above, we obtain a linear map \(A \hat{\otimes} A \rightarrow M(sA \hat{\otimes} r A)\), \(x \otimes y \mapsto \Delta(x)(1 \otimes y)\). This map factorizes through the quotient map \(A \hat{\otimes} A \rightarrow A \hat{\otimes} sA\) because \(\Delta(x \hat{\otimes} b) = \Delta(x)(1 \otimes s(b))\) for all \(x \in A, b \in B\), and takes values in \(sA \hat{\otimes} r A\) because \(\Delta(A)\) is contained in \(\tilde{M}(A \hat{\otimes} A)\).

\(\square\)
We adopt the Sweedler notation and write $\Delta(x) = \sum x_{(1)} \otimes x_{(2)}$ for $x \in A$. This notation requires extra care because $\Delta(x)$ need not lie in $A \otimes A$ but only in $\mathcal{M}(A \otimes A)$, so that $x_{(1)}$ and $x_{(2)}$ do not simply represent elements of $A$. In this notation, the maps introduced above take the form

$$
T_1 : x \otimes y \mapsto \sum x_{(1)} \otimes B x_{(2)} y, \quad T_2 : x \otimes y \mapsto \sum x y_{(1)} \otimes B y_{(2)}, \quad T_3 : x \otimes y \mapsto \sum x_{(1)} \otimes B y x_{(2)}, \quad T_4 : x \otimes y \mapsto \sum y_{(1)} x \otimes B y_{(2)}.
$$

We shall almost exclusively use the Sweedler notation for products as above. A detailed explanation of this notation in the context of multiplier Hopf algebras is given in [30, 32].

Apart from the fact that we use tensor products of $B$-modules instead of tensor products of vector spaces, this explanation carries over easily. As in the theory of (multiplier) Hopf algebras, we extend the Sweedler notation to iterated applications of $\Delta$, writing

$$
(\Delta \circ \text{id})(\Delta(x)) = \sum x_{(1)} \otimes \Delta(x)_{(2)} = (\text{id} \circ \Delta)(\Delta(x))
$$

for $x \in A$, and to iterated applications of the maps $T_1, \ldots, T_4$, writing, for example,

$$
(T_2 \circ \text{id})((\text{id} \circ T_1)(x \otimes y \otimes z)) = \sum x y_{(1)} \otimes B y_{(2)} \otimes B y_{(3)} z = (\text{id} \circ T_1)((T_2 \circ \text{id})(x \otimes y \otimes z))
$$

for all $x, y, z \in A$.

1.3.3. Definition. A counit for a multiplier $(B, \Gamma)$-$*$-bialgebroid $(A, \Delta)$ is a proper morphism of $(B, \Gamma)^{\text{op}}$-algebras $\epsilon : A \to B \times \Gamma$ satisfying $(\epsilon \otimes \text{id}) \circ \Delta = \text{id}_A = (\text{id} \otimes \epsilon) \circ \Delta$.

Let $(A, \Delta)$ be a multiplier $(B, \Gamma)$-$*$-bialgebroid with counit $\epsilon$. Using the linear maps

$$
\gamma : B \times \Gamma \to B, \quad \gamma : B \times \Gamma \to B,
$$

we define $\epsilon', \epsilon' : A \to B$ by $\epsilon' := \gamma \circ \epsilon$ and $\epsilon' := \gamma \circ \epsilon$. Define $m_r : A_r \otimes_B A \to A$ and $m_s : A_s \otimes_B A \to A$ by $\sum_i x_i \otimes y_i \mapsto \sum_i x_i y_i$.

1.3.4. Remarks. 

i) Clearly, $\epsilon(A_{\gamma, \gamma'}) \subseteq (B \times \Gamma)_{\gamma, \gamma'} = 0$ whenever $\gamma, \gamma' \in \Gamma$ and $\gamma \neq \gamma'$.

ii) If $\epsilon'$ is a counit as well, then $\epsilon = \epsilon \circ (\epsilon \circ \epsilon') \circ \Delta = \epsilon' \circ (\epsilon \circ \epsilon) \circ \Delta = \epsilon'$.

iii) The condition $(\epsilon \circ \epsilon) \circ \Delta = \text{id}_A = (\text{id} \circ \epsilon) \circ \Delta$ is equivalent to the relations

$$
\sum r(\epsilon'(x_{(1)})) x_{(2)} y = x y = \sum x y_{(1)} s(\epsilon'(y_{(2)}))
$$

for all $x, y \in A$,

and hence to commutativity of the diagrams

$$
\begin{array}{ccc}
A_s \otimes_B A & \xrightarrow{m_s} & A, \\
\xrightarrow{T_1} A_r \otimes_B A & \xrightarrow{\epsilon \circ \text{id}} & A, \\
\end{array}
$$

Furthermore, this condition is equivalent to the relations

$$
\sum x y_{(2)} r(\epsilon'(y_{(1)})) = x y = \sum s(\epsilon'(x_{(2)})) x_{(1)} y
$$

for all $x, y \in A$. 

The definition of the antipode involves the isomorphism
\[ \sigma_{A,A}: (A \hat{\otimes} A)^{co,op} \to A^{co,op} \hat{\otimes} A^{co,op}, \quad x \hat{\otimes} y \mapsto y \hat{\otimes} x. \]

1.3.5. Definition. An antipode for a multiplier \((B, \Gamma)\)-*bialgebroid \((A, \Delta)\) with counit \(\epsilon\) is an isomorphism \(S: A \to A^{co,op}\) of \((B, \Gamma)^{co,op}\)-algebras that makes the following diagrams commute:

\[
\begin{array}{ccc}
A_s \otimes_B A & \xrightarrow{T_1} & A_s \otimes_B A, \\
\epsilon \otimes Id & \downarrow & \downarrow S \otimes Id \\
A & \xleftarrow{m_s} & A_s \otimes_B A,
\end{array}
\quad
\begin{array}{ccc}
A_r \otimes_B A & \xrightarrow{T_2} & A_r \otimes_B A, \\
Id \otimes Id & \downarrow & \downarrow Id \otimes S \\
A & \xleftarrow{m_s} & A_r \otimes_B A.
\end{array}
\]

\[
\begin{array}{ccc}
A & \xrightarrow{\Delta} & A \otimes A, \\
& \downarrow S & \downarrow \Delta^{co,op} \\
A \otimes A & \xrightarrow{S \otimes S} & A^{co,op} \otimes A^{co,op} & \xrightarrow{\sigma_{A,A}} & (A \hat{\otimes} A)^{co,op}.
\end{array}
\]

A multiplier \((B, \Gamma)\)-Hopf *-algebroid is a multiplier \((B, \Gamma)\)-*bialgebroid with counit and antipode.

1.3.6. Examples. i) The tensor product \(B \otimes B\) is a multiplier \((B, \Gamma)\)-Hopf *-algebroid, where \(\Delta(b \otimes b') = (b \otimes 1) \otimes (1 \otimes b'), \epsilon(b \otimes b') = bb', S(b \otimes b') = b' \otimes b\) for all \(b, b' \in B\).

ii) The crossed product \(B \rtimes \Gamma\) is a multiplier \((B, \Gamma)\)-Hopf *-algebroid, where \(\Delta(b \gamma) = b \gamma \otimes b \gamma, \epsilon = \text{id and } S(\gamma b) = b \gamma^{-1}\) for all \(b \in B, \gamma \in \Gamma\).

Given an antipode \(S\) on a multiplier \((B, \Gamma)\)-*bialgebroid \((A, \Delta)\) and an element \(a \in A\), we shall henceforth always regard \(S(a)\) as an element of \(A\) and not of \(A^{co,op}\).

1.3.7. Remarks. Let \((A, \Delta, \epsilon, S)\) be a multiplier \((B, \Gamma)\)-Hopf *-algebroid.

i) In Sweedler notation, commutativity of the diagrams in Definition 1.3.5 amount to

\[
(6) \quad \sum S(x_{(1)} x_{(2)} y) = s(\epsilon(x)) y, \quad \sum x y_{(1)} S(y_{(2)}) = x \epsilon(y) \quad \text{for all } x, y \in A,
\]

\[
(7) \quad \sum S(x_{(1)} \otimes S(x_{(2)})) = \sum S(x_{(2)} \otimes S(x_{(1)})) \quad \text{for all } x \in A.
\]

ii) If \(S'\) is an antipode as well, then \(S' = S\) because for all \(x, y, z \in A\),

\[
x S(y) z = S(y S^{-1}(x)) z = \sum S(s(\epsilon(y_{(2)})) y_{(1)} S^{-1}(x)) z = \sum S(y_{(2)} S^{-1}(x)) \epsilon(\epsilon(y_{(2)})) z = \sum S(y_{(1)} S^{-1}(x)) y_{(2)} S'(S'^{-1}(z)) y_{(3)} = x S'(y) z.
\]

For every multiplier \((B, \Gamma)\)-Hopf *-algebroid, the maps \(T_1, \ldots, T_4\) defined above are bijections.

1.3.8. Proposition. Let \((A, \Delta)\) be a multiplier \((B, \Gamma)\)-*bialgebroid. If \((A, \Delta)\) has a counit \(\epsilon\) and an antipode \(S\), then the maps \(T_1, \ldots, T_4\) are bijective and for all \(x, y, z \in A\),

\[
T_1^{-1}(x \otimes_B y) = \sum x_{(1)} B S^{-1}(y) x_{(2)}, \quad T_2^{-1}(x \otimes_B y) = \sum S(y_{(1)} S^{-1}(x)) \otimes_B y_{(2)},
\]

\[
T_3^{-1}(x \otimes_B y) = \sum x_{(1)} B S^{-1}(x) S(y), \quad T_4^{-1}(x \otimes_B y) = \sum S^{-1}(S(x) y_{(1)}) \otimes_B y_{(2)}.
\]
Proof. We only prove the assertion concerning $T_1$. One first checks that the formula given for $T_1^{-1}$ yields a well-defined map $T_1^*: sA \otimes_B rA \to A_s \otimes_B sA$, and then that for all $x, y \in A$ and $u, v \in A_{x,e}$,

$$(u \otimes v) \cdot (T_1^* \circ T_1^*)(x \otimes y) = \sum u x_{(1)} \otimes_B v x_{(2)} S(S^{-1}(y)x_{(3)})$$

$$= \sum u x_{(1)} \otimes_B v x_{(2)} S(x_{(3)})y$$

$$= \sum u x_{(1)} \otimes_B v r(\epsilon(x_{(2)}))y$$

$$= \sum u s(\epsilon(x_{(2)}))x_{(1)} \otimes_B vy = u x \otimes_B vy,$$

$$(u \otimes v) \cdot (T_1^* \circ T_1^*)(x \otimes y) = \sum u x_{(1)} \otimes_B v S(S^{-1}(x_{(3)}y)x_{(2)})$$

$$= \sum u x_{(1)} \otimes_B v S(x_{(2)})x_{(3)}y$$

$$= \sum u x_{(1)} \otimes_B v s(\epsilon(x_{(2)}))y$$

$$= \sum u x_{(1)} s(\epsilon(x_{(2)})) \otimes_B vy = u x \otimes_B vy. \quad \square$$

1.4. Bi-measured multiplier $(B, \Gamma)$-$*$-bialgebroids. We now introduce the main objects of this article — multiplier $(B, \Gamma)$-Hopf $*$-algebras equipped with certain integrals. In §2, we shall construct completions of such objects in the form of measured quantum groupoids.

As on a groupoid, integration on a multiplier $(B, \Gamma)$-$*$-bialgebroid $(A, \Delta)$ proceeds in stages. First, one needs partial integrals $\phi, \psi: A \to B$ with suitable left or right invariance properties, and second a suitable weight $\mu: B \to \mathbb{C}$ that is compatible with the action of $\Gamma$. The results in [10] suggest that dynamical quantum groups that are compact in a suitable sense even possess a bi-invariant integral $h: A \to B \otimes B$ that can be obtained from a Peter-Weyl decomposition of $A$.

We first focus on the weight $\mu$ and the bi-integral $h$, and discuss left and right integrals in the next subsection.

Let us briefly recall some terminology. Let $C$ be a $*$-algebra with local units. A linear map $\mu: C \to \mathbb{C}$ is faithful if $\mu(Cc) = 0$ implies $c = 0$, and positive if $\mu(\epsilon^*c) \geq 0$ for all $c \in C$. Assume that $\mu$ is positive. Then $\mu$ is $*$-linear, because positivity of $\phi((b\delta+c)^*(b\delta+c))$ and $\phi((b+ic)^*(b+ic))$ implies $\mu(b^*c) = \overline{\phi(b\delta c)}$ for all $b, c \in C$, and faithful as soon as $\mu(c^*c) \neq 0$ whenever $c \neq 0$.

1.4.1. Definition. A weight for $(B, \Gamma)$ is a faithful, positive linear map $\mu: B \to \mathbb{C}$ that is quasi-invariant with respect to $\Gamma$ in the sense that for each $\gamma \in \Gamma$, there exists some $D_\gamma \in M(B)$ such that $\mu(\gamma(bD_\gamma)) = \mu(b)$ for all $b \in B$.

1.4.2. Remark. Let $\mu$ be a weight for $(B, \Gamma)$. Then

i) each $D_\gamma$ is uniquely determined and self-adjoint,

ii) $D_{\gamma\gamma'} = \gamma'^{-1}(D_\gamma)D_{\gamma'}$ and $1 = \gamma^{-1}(D_{\gamma^{-1}})D_\gamma$ for all $\gamma, \gamma' \in \Gamma$,

iii) $\mu(\gamma^{-1}(b)c) = \mu(b \gamma(c)D_{\gamma^{-1}})) = \mu(b \gamma(c)D_\gamma))$ for all $b, c \in B, \gamma \in \Gamma$. 

Indeed, i) and ii) follow easily from the fact that $\mu$ is faithful and the relations $\mu(\gamma(bD_1^*)) = \mu(\gamma(D_1^*b)) = \mu(b)$ and $\mu(\gamma(\gamma(bD_1^*))D_1) = \mu(\gamma(bD_1^*)D_1)$. We henceforth call the family $(D_\gamma)_{\gamma \in \Gamma}$ the Radon-Nikodym cocycle of $\mu$.

The following definition is inspired by the notion of a Haar functional introduced in [10].

1.4.3. **Definition.** A bi-integral on $(A, \Delta)$ is a morphism of $(B, \Gamma)\text{-modules } h: A \to B \otimes B$ satisfying $\Delta(ker h)(1 \otimes A_{e,e}) \subseteq ker h \otimes A$ and $\Delta(ker h)(A_{e,e} \otimes 1) \subseteq A \otimes ker h$. If $(A, \Delta)$ is proper and $h(r(b)s(b')) = b \otimes b'$ for all $b, b' \in B$, we call such a bi-integral normalized.

1.4.4. **Lemma.** Let $(A, \Delta)$ be proper and let $h$ be a normalized bi-integral on $(A, \Delta)$.

i) $(id \otimes m_B \circ h) \circ \Delta = h = (m_B \circ h \otimes id) \circ \Delta$, where $m_B: B \otimes B \to B$ denotes the multiplication.

ii) If $h'$ is a normalized bi-integral on $(A, \Delta)$, then $h' = h$.

iii) If $(A, \Delta, \epsilon, S)$ is a proper multiplier $(B, \Gamma)$-Hopf $*$-algebroid, then $h \circ S = \sigma_B \circ h$, where $\sigma_B: B \otimes B \to B \otimes B$ denotes the flip $b \otimes c \mapsto c \otimes b$.

**Proof.** i) We only prove the first equation. Let $\omega: (A, r) \to B$ be a morphism of $(B, \Gamma)$-modules sending $I := ker h$ to 0. Then

$$\left(\text{id} \otimes (\omega)\right)(\Delta(I))A_{e,e} = (\text{id} \otimes (\omega))(\Delta(I)(A_{e,e} \otimes 1)) \subseteq (\text{id} \otimes (\omega))(A \otimes I) = 0$$

and hence $(\text{id} \otimes (\omega))(\Delta(I)) = 0$. Moreover, if $b, b', b'' \in B$ and $u \in A_{e,e}$, then

$$(\text{id} \otimes (\omega))\left(\Delta(r(b)s(b'))\right)s(b'')u = (\text{id} \otimes (\omega))(r(b)s(b''))u \otimes s(b') = r(b)s(\omega(s(b)r(b'')))u.$$

For $\omega = m_B \circ h$, these calculations imply for all $a \in I$ and $b, b' \in B$

$$(\text{id} \otimes m_B \circ h)(\Delta(a)) = 0 = h(a), \quad (\text{id} \otimes m_B \circ h)(\Delta(r(b)s(b'))) = r(b)s(b') = h(r(b)s(b')).$$

Since $A = I + r(B)s(B)$, we can conclude $(id \otimes m_B \circ h) \circ \Delta = h$.

ii) Let $x \in ker h$ and choose $u, u' \in B \otimes B$ such that $u(1 \otimes m_B(u'))h'(x) = h'(x)$. Then

$$h'(x) = h(uh'(x)s(m_B(u'))) = \sum h(ux_{(1)}s(m_B(h'(x_{(2)}u'))) = 0$$

because $\sum u_{(1)} \otimes x_{(2)}u' \in ker h \otimes B$. Thus, $ker h \subseteq ker h'$. Since $h$ and $h'$ are normalized and $ker h + B \otimes B = A$, we can conclude $h = h'$.

iii) One easily verifies that $\sigma_B \circ h \circ \Delta$ is a normalized bi-integral. By ii), it equals $h$. □

1.4.5. **Definition.** A proper multiplier $(B, \Gamma)$-Hopf $*$-bialgebroid $(A, \Delta)$ is bi-measured if it is equipped with a normalized bi-integral $h: A \to B \otimes B$ and a weight $\mu$ for $(B, \Gamma)$ such that $\nu := (\mu \otimes \mu) \circ h$ is faithful and positive.

1.4.6. **Remark.** Given a bi-measured proper multiplier $(B, \Gamma)$-Hopf $*$-algebroid as above, $h$ is evidently faithful, and also $*$-linear. To see this, note that $\nu(a^*r(b)s(c)) = \nu(s(c^*)r(b^*)a) = (\mu \otimes \mu)((b \otimes c)^*h(a)) = (\mu \otimes \mu)(h(a)^*(b \otimes c))$ for all $a \in A, b, c \in B$. 

---

**APPENDIX II.2 — MEASURED DYNAMICAL QUANTUM GROUPS 191**
1.5. Left and right integrals. For large parts of this article, the multiplier $(B, \Gamma)$-Hopf $*$-algebroids under consideration need not be equipped with a bi-integral, but only with left and right integrals $\phi, \psi$. The definition of these integrals involves slice maps of the following form.

Let $(A, \Delta)$ be a multiplier $(B, \Gamma)$-$*$-bialgebroid and let $\phi: (A, r) \to B$ be a morphism of $(B, \Gamma)$-modules. Then there exists a unique linear map $\text{id} \otimes \phi: \tilde{M}(A \otimes A) \to M(A)$ such that

$$(\text{id} \otimes \phi)(T) a = (\text{id} \otimes \phi)(T(a \otimes 1)), \quad a((\text{id} \otimes \phi)(T)) = (\text{id} \otimes \phi)((a \otimes 1)T)$$

for all $T \in \tilde{M}(A \otimes A)$ and $a \in A$, where we regard $T(a \otimes 1)$ and $(a \otimes 1)T$ as elements of $\mathcal{M}(B, A)$ and $\mathcal{M}(A, A_r)$, respectively. In the case $T = \Delta(x)$ for some $x \in A$,

$$(\text{id} \otimes \phi)(\Delta(x)) a = \sum s(\phi(x_{[2]}))x_{[1]} a, \quad a((\text{id} \otimes \phi)(\Delta(x))) = \sum ax_{[1]} s(\phi(x_{[2]})).$$

Likewise, every morphism $\psi: (A, s) \to B$ yields a slice map $\psi \otimes \text{id}: \tilde{M}(A \otimes A) \to M(A)$.

1.5.1. Definition. A left integral on $(A, \Delta)$ is a morphism $\phi: (A, r) \to B$ satisfying $(\text{id} \otimes \phi) \circ \Delta = r \circ \phi$. A right integral on $(A, \Delta)$ is a morphism $\psi: (A, s) \to B$ satisfying $(\psi \otimes \text{id}) \circ \Delta = s \circ \psi$.

1.5.2. Remarks. i) In Sweedler notation, the invariance conditions on $\phi$ and $\psi$ become

$$\sum s(\phi(x_{[2]}))x_{[1]} a = r(\phi(x)) a, \quad \sum ax_{[1]} r(\psi(x_{[1]})) = as(\psi(x))$$

for all $a, x \in A$.

ii) If $(A, \Delta, \epsilon, S)$ is a $(B, \Gamma)$-Hopf $*$-algebroid, then the map $\phi \mapsto \phi \circ S$ gives a bijection between left and right integrals on $(A, \Delta)$. This follows easily from (7).

iii) If $\phi$ is a left integral, then also $\phi(-s(b))$ is left integral for each $b \in B$. Likewise, if $\psi$ is a right integral, then also $\psi(-r(b))$ is a right integral for each $b \in B$.

We shall frequently use the following strong invariance relations:

1.5.3. Proposition. Assume that $(A, \Delta, \epsilon, S)$ is a $(B, \Gamma)$-Hopf $*$-algebroid. Then

i) $(\text{id} \otimes \phi)((1 \otimes z)\Delta(x)) = S((\text{id} \otimes \phi)(\Delta(z)(1 \otimes x)))$ for every left integral $\phi$ and all $x, z \in A$;

ii) $(\psi \otimes \text{id})(\Delta(x)(z \otimes 1)) = S((\psi \otimes \text{id})(x \otimes 1) \Delta(z))$ for every right integral $\psi$ and all $x, z \in A$.

Proof. Using Sweedler notation, we calculate

$$\sum x_{[1]} s(\phi(xz_{[2]})) = \sum x_{[1]} s(\phi(z_{[2]} r(z_{[1]} x_{[2]})))$$

$$= \sum s(z_{[1]} x_{[1]} s(\phi(z_{[2]} x_{[2]})))$$

$$= \sum S(z_{[1]} z_{[2]} x_{[1]} s(\phi(z_{[3]} x_{[2]}))) = \sum S(z_{[1]} r(\phi(z_{[2]} x)))$$
and
\[ \sum r(\psi(x_1 z)x_2) = \sum r(\psi(x_1 s(e^1(z_2)))z_1)x_2 \]
\[ = \sum r(\psi(x_1 z_1))x_2 r(e^1(z_2)) \]
\[ = \sum r(\psi(x_1 z_1))x_2 S(z_3)S(z_2) = s(\psi(xz_1))S(z,2). \]

Normalized bi-integrals yield left and right integrals as follows:

1.5.4. Lemma. Assume that \((A, \Delta)\) is proper, \(h\) is a normalized bi-integral on \((A, \Delta)\), and \(\mu: B \to C\) is linear. Then \(\phi := (\text{id} \otimes \mu) \circ h\) and \(\psi := (\mu \otimes \text{id}) \circ h\) are a left and a right integral, respectively, and \(\phi \circ S^\pm = \psi\).

Proof. Repeating the proof of Lemma 1.4.4 i) with \(\omega := \phi = (\text{id} \otimes \mu) \circ h\), we find
\[(\text{id} \otimes \phi)(\Delta(a)) = 0 = r(\phi(a)), \quad (\text{id} \otimes \phi)(\Delta(r(b)s(b'))) = r(b\mu(b')) = \phi(r(b)s(b'))\]
for all \(a \in \ker h\) and \(b, b' \in B\). Since \(A = (\ker h) + r(B)s(B)\), we can conclude \((\text{id} \otimes \phi) \circ \Delta = r \circ \phi\). The assertion on \(\psi\) follows similarly, and the last equation follows from Lemma 1.4.4 iii).

1.6. Measured multiplier \((B, \Gamma)\)-\(*\)-bialgebroids. Much of the ensuing material applies not only to bi-measured proper multiplier \((B, \Gamma)\)-Hopf \(*\)-algebroids but also to the following class of objects.

1.6.1. Definition. A a multiplier \((B, \Gamma)\)-\(*\)-bialgebroid \((A, \Delta)\) is measured if it is equipped with a left integral \(\phi\), a right integral \(\psi\), and a weight \(\mu\) for \((B, \Gamma)\) such that \(\nu := \mu \circ \phi\) and \(\nu^{-1} := \mu \circ \psi\) are faithful, positive, and coincide, and \(\psi(A) = B = \phi(A)\).

1.6.2. Remarks. i) Given a measured multiplier \((B, \Gamma)\)-Hopf \(*\)-algebroid as above, the maps \(\phi\) and \(\psi\) are \(*\)-linear. This can be seen from a similar argument as in Remark 1.4.6.

ii) If \((A, \Delta, \epsilon, S, h, \mu)\) is a bi-measured proper multiplier \((B, \Gamma)\)-Hopf \(*\)-algebroid and \(\phi = (\mu \otimes \text{id}) \circ h\) and \(\psi = (\text{id} \otimes \mu) \circ h\), then \((A, \Delta, \epsilon, S, \phi, \psi, \mu)\) is a measured multiplier \((B, \Gamma)\)-Hopf \(*\)-algebroid by Lemma 1.5.4. In that case, \(\phi \circ S^\pm = \psi\) and \(\nu \circ S = \nu\) by Lemma 1.4.4 iii).

Till the end of this subsection, let \((A, \Delta, \epsilon, S, \phi, \psi, \mu)\) be a measured multiplier \((B, \Gamma)\)-Hopf \(*\)-algebroid and let \((D, \gamma)\) be the Radon-Nikodym cocycle for \(\mu\). Define \(D, \tilde{D}: A \to A\) by
\[(9) \quad D(a) = r(D_{e_a}^{-1})a = ar(D_{e_a}^{-1}), \quad \tilde{D}(a) = s(D_{e_a}^{-1})a = as(D_{e_a}^{-1})\]
for all homogeneous \(a \in A\).

1.6.3. Lemma. \(D\) and \(\tilde{D}\) both are algebra and \((B, \Gamma)^{ev}\)-module automorphisms of \(A\), and satisfy
\[(D \otimes \text{id}) \circ \Delta = \Delta \circ D, \quad (\text{id} \otimes D) \circ \Delta = \Delta \circ \tilde{D}, \quad (D \otimes \text{id}) \circ \Delta = (\text{id} \otimes D) \circ \Delta,\]
\[D \circ \tilde{D} = \tilde{D} \circ D, \quad S \circ D = D^{-1} \circ S, \quad S \circ \tilde{D} = D^{-1} \circ S, \quad \ast \circ D = D^{-1} \circ \ast, \quad \ast \circ \tilde{D} = \tilde{D}^{-1} \circ \ast.\]
Proof. The maps $D$ and $\bar{D}$ are bijective because $D_\gamma$ is invertible for each $\gamma \in \Gamma$. The remaining assertions follow from straightforward calculations, for example,

$$D(xy) = r(D_{\bar{\gamma}})xy = r(D_{\bar{\gamma}}^{-1}\bar{\epsilon}_x(D_{\bar{\gamma}}^{-1}))xy = r(D_{\bar{\gamma}}^{-1})xy = D(x)D(y),$$

$$S(D(x)) = S(r(D_{\bar{\gamma}}^{-1})x) = S(x)s(D_{\bar{\gamma}}s(x)) = \bar{D}^{-1}(S(x)),$$

$$D(x)^* = x^*r(D_{\bar{\gamma}}^{*-1}) = x^*r(D_{\bar{\gamma}^*}) = D^{-1}(x^*) \text{ for all } x, y \in A.$$ ☐

1.6.4. Lemma. Let $\omega \in \{\phi, \psi, \nu\}$.

i) $\omega(A_{\gamma, \gamma'}) = 0$ whenever $(\gamma, \gamma') \neq (e, e)$.

ii) $\omega(r(b)s(b')a) = \omega(ar(b)s(b'))$ for all $a \in A$, $b, b' \in B$.

iii) $\omega(D(a)a') = \omega(aD^{-1}(a'))$ and $\omega(D(a)a') = \omega(aD^{-1}(a'))$ for all $a, a' \in A$.

Proof. i) For $\omega = \nu$, the assertion follows from the relation $\ker \phi + \ker \psi \subseteq \ker \nu$. To obtain the assertion for $\omega = \phi, \psi$, use the fact that $\mu$ is faithful.

ii) Let $a \in A$ and $b, b' \in B$. Then $\nu(r(b)a) = \mu(b\phi(a)) = \mu(b\phi(a))$ and similarly $\nu(s(b')a) = \nu(as(b'))$. To obtain the assertion for $\omega = \phi, \psi$, use the fact that $\mu$ is faithful again.

iii) This follows immediately equation (9) and i). ☐

We shall now show that $\nu = \mu \circ \phi$ has a modular automorphism and thus satisfies an algebraic variant of the KMS-condition. Let us briefly recall this concept.

Let $C$ be a $*$-algebra with local units and a faithful, positive, linear map $\omega: C \to C$. A modular automorphism for $\omega$ is a bijection $\theta_\omega: C \to C$ satisfying $\omega(cc') = \omega(c\theta_\omega(c'))$ for all $c, c' \in C$. If it exists, a modular automorphism $\theta_\omega$ for $\omega$ is uniquely determined, an algebraic automorphism, and satisfies $\omega \circ \theta_\omega = \omega$ and $\theta_\omega \circ \ast \circ \theta_\omega \circ \ast = \id C$. This follows easily from the relations

$$\omega(z\theta_\omega(xy)) = \omega(xy) = \omega(yz\theta_\omega(x)) = \omega(z\theta_\omega(x)\theta_\omega(y)),$$

$$\omega(yx) = \overline{\omega(x^*y^*)} = \omega(y^*\theta_\omega(x^*)) = \omega((\theta_\omega(x^*))^*) = \omega((y\theta_\omega(\theta_\omega(x^*))^*)),$$

where $x, y, z \in C$.

As before, let $(A, \Delta, \epsilon, S, \phi, \psi, \mu)$ be a measured multiplier $(B, \Gamma)$-Hopf $*$-algebroid.

1.6.5. Theorem. Let $(A, \Delta, \epsilon, S, \phi, \psi, \mu)$ be a measured multiplier $(B, \Gamma)$-Hopf $*$-algebroid and let $\nu = \mu \circ \phi = \mu \circ \psi$.

i) There exists a modular automorphism $\theta$ for $\nu$.

ii) $\theta$ is a $(B, \Gamma)^{ev}$-module automorphism of $A$.

iii) If $\nu \circ S = \nu$, then $\theta \circ S = S \circ \theta^{-1}$.

Proof. i) The proof repeatedly uses strong invariance of $\phi$ and $\psi$, and closely follows [31], where the corresponding result was obtained for multiplier Hopf algebras. We proceed in three steps.
Step 1. Repeatedly using Remark 1.4.2 iii), we find that for all homogeneous $x, x', y, y' \in A$,
\[
\delta_{x'} = \delta_{y'}^{-1} \Rightarrow \nu^{-1}(y\psi(x)x') = \mu(\psi(yx')\delta_{y'}^{-1}(\psi(x')))
\]
and
\[
\delta_{x} = \delta_{y'} \Rightarrow \nu(x\psi(x)x') = \mu(\phi(yx')\delta_{y'}^{-1}(\psi(x')))
\]
\[
\delta_{x} = \delta_{y'}^{-1} \Rightarrow \nu(x\phi(x')\delta_{y'}^{-1}(\psi(x')))
\]
\[
\mu(\delta_{y'}^{-1}(\phi(yx')\delta_{y'}^{-1}(\psi(x')))) = \nu(xr(\phi(D(y)x'))x').
\]

Step 2. Let $c, d \in A$ be homogeneous and let
\[
a = \sum \bar{D}(s(\psi(ds(c)))c(1)) \in A, \quad a' = \sum d_{(2)}r(\phi(D(ds(d(1))))c(1)) \in A.
\]
Then the equations above and Proposition 1.5.3 imply
\[
\nu(za) = \sum \nu(d\bar{D}(s(\psi(ds(c))))c(1))
\]
\[
= \sum \nu(d\bar{D}(s(\psi(zc(1)))S(c(1)))) \tag{Equation (10)}
\]
\[
= \sum \nu(dr(\psi(z_{(1)}c))z_{(2)}) \tag{Proposition 1.5.3}
\]
\[
= \sum \nu(z_{(1)}S(\phi(D(z_{(2)}))c)) \tag{Equation (11)}
\]
\[
= \sum \nu(S(d_{(1)}))r(\phi(d_{(2)}z)c) \tag{Proposition 1.5.3}
\]
\[
= \sum \nu(S(d_{(1)}))r(\phi(d_{(2)}z))\bar{D}(c) \tag{use S \circ D = \bar{D}^{-1} \circ S and 1.6.4 iii)}
\]
\[
= \sum \nu(d_{(2)}r(\phi(D(ds(c))))c(1))z = \nu(a'z). \tag{Equation (12)}
\]

Step 3. Using bijectivity of the maps $\bar{D}, S, T_1$ and the relation $\langle s(\psi(A))A \rangle = A$, one finds that all elements of the form like $a$ in (13) span $A$. A similar argument shows that the same is true for elements of the form like $a'$. Hence, there exists a bijection $\theta: A \rightarrow A$ such that $\nu(\theta(a)) = \nu(\zeta(\theta(a)))$ for all $a \in A$, and uniqueness of such a bijection follows from faithfulness of $\nu$.

ii) We first show that $\theta$ respects the grading. Let $c, d \in A$ be homogeneous. Then the element $a$ in (13) is homogeneous as well, with grading given by $\delta_{a} = \delta_{c}$ and $\delta_{a} = \delta_{d}$ because $\psi(ds(c)) = 0$ unless $\delta_{d} = \delta_{c_{(2)}} = \delta_{c_{(1)}}$, and similarly $a'$ in (13) is homogeneous with the same degree like $a$. To see that $\theta$ is $B \otimes B$-linear, use the relation
\[
\nu(y\theta(r(b)s(b')x)) = \nu(r(b)s(b')x) = \nu(xy)s(b')x = \nu(\theta^{-1}(x)yS^{-1}(y)) = \nu(yS(\theta^{-1}(x))) \quad \text{for all} \quad x, y \in A.
\]

Define $\theta_D, \theta_{\bar{D}}, \theta_D, \bar{D}: A \rightarrow A$ by
\[
\theta_D := \theta \circ \bar{D}^{-1} = \bar{D}^{-1} \circ \theta, \quad \theta_{\bar{D}} := \theta \circ \bar{D}^{-1} = \bar{D}^{-1} \circ \theta, \quad \theta_{D, \bar{D}} := \theta \circ \bar{D}^{-1} \circ \bar{D}^{-1}.
\]

1.6.6. Proposition. Let $x, y \in A$ be homogeneous. Then

i) $\phi \circ \theta = \phi$ and $\phi(xy) = \delta_{x}(\phi(y\theta_D(x)))$;
ii) $\psi \circ \theta = \psi$ and $\psi(xy) = \delta_x(\psi(y\theta_p(x)))$;
iii) $h \circ \theta = h$ and $h(xy) = (\delta_x \otimes \delta_x)(h(y\theta_D(x)))$ if $h$ is a bi-invariant integral and $\nu = (\mu \otimes \mu) \circ h$.

Proof. Assertion i) follows from the fact that $\mu$ is faithful and that for all homogeneous $x, y \in A$ and all $b \in B$, 
\[
\mu(b\phi(\theta(x))) = \nu(r(b)\theta(x)) = \nu(r(b)x) = \mu(b\phi(x)),
\]
\[
\mu(b\phi(y\theta(x))) = \nu(r(b)y\theta(x)) = \nu(xr(b)y) = \mu(r(\delta_x(bD_{\tilde{\psi}}))x(D_{\tilde{\psi}})^{-1})y
\]
\[
= \mu(\delta_x(bD_{\tilde{\psi}})\phi(D(x)y)) = \mu(b\delta_x^{-1}(\phi(D(x)y))).
\]
Assertions ii) and iii) follow similarly. $\square$

Recall that a $B$-module $N$ is called flat if the functor $N \otimes_B -$ on the category of $B$-modules is exact or, equivalently, preserves injectivity of morphisms.

1.6.7. Proposition. Assume that $A_s$ is a flat $B$-module. Then $\Delta \circ \theta_D = (S^2 \otimes \theta_D) \circ \Delta$.

Proof. Let $x, y \in A$ be homogeneous. Using Sweedler notation, we calculate
\[
\sum \theta_D(x)_{(1)}(\phi(y\theta_D(x)_{(2)})) = \sum S(s(\phi(y_{(2)}\theta_D(x)))(y_{(1)})) \quad \text{(Proposition 1.5.3)}
\]
\[
= \sum S(s(\delta_x^{-1}(\phi(xy_{(2)})))(y_{(1)})) \quad \text{(Proposition 1.6.6)}
\]
\[
= \sum S(y_{(1)}s(\phi(xy_{(2)})))
\]
\[
= \sum S^2(s(\phi(x_{(2)}y))x_{(1)}) \quad \text{(Proposition 1.5.3)}
\]
\[
= \sum S^2(s(\delta_x^{-1}(\phi(y\theta_D(x_{(2)})))(x_{(1)})) \quad \text{(Proposition 1.6.6)}
\]
\[
= \sum S^2(x_{(1)}s(\phi(y\theta_D(x_{(2)}))).
\]
Since $A_s$ is a flat $B$-module and maps of the form $a \mapsto \phi(ya)$, where $y \in A$ is homogeneous, separate the points of $A$, we can conclude $\sum \theta_D(x)_{(1)}\otimes \theta_D(x)_{(2)} = \sum S^2(x_{(1)})\otimes \theta_D(x_{(2)}).$ $\square$

1.7. The dual $*$-algebra. Let $(A, \Delta, \epsilon, S, \phi, \psi, \mu)$ be a measured multiplier $(B, \Gamma)$-Hopf $*$-algebroid. Denote by $M(A)'$ the dual vector space of $M(A)$ and let
\[
\hat{A} := \{\nu(x-) : x \in A\} \subseteq M(A)'.
\]
Then $\hat{A} = \{\nu(-x) : x \in A\}$ by Theorem 1.6.5 and for each $\omega \in \hat{A}$, there exist unique $B$-module maps $\omega: M(A) \to B, \omega_r: M(A)_r \to B, \omega_s: M(A) \to B$, $\omega_s: M(A)_s \to B$ whose compositions with $\mu$ are equal to $\omega$, because $\nu = \mu \circ \phi = \mu \circ \psi$ and $\mu$ is faithful. Using either of these $B$-module maps, one can equip $\hat{A}$ with the structure of a $*$-algebra. We shall choose an approach that fits well with the duality on the operator-algebraic level in the next section.

First, we define an abstract Fourier transform
\[
A \to \hat{A}, \quad x \mapsto \hat{x} := \nu(S(x-)),
\]
which is a linear bijection because \( \nu \) is faithful. Evidently, \( \hat{x}_s = \psi(S(x)\nu) \) and \( \hat{x}_r = \phi(S(x)\nu) \), and by Proposition 1.6.6, \( s\hat{x} = \psi(-\theta(S(x))) \) and \( r\hat{x} = \phi(-\theta(S(x))) \). For all \( x, a \in A \), we define a right convolution
\[
a \ast \hat{x} := \sum a(2) r(\hat{x}_{s}(a(1))) = \sum a(2) r(\psi(S(x)a(1))) \in A.
\]

1.7.1. Remark. One could also work with the transform \( A \rightarrow \hat{A} \), \( x \mapsto \hat{x} := \nu(-S(x)) \), and the left convolution defined by
\[
\hat{x} \ast a := \sum s_r(\hat{x}_{s}(a(2)))a(1) = \sum s(\phi(a(2)/S(x)))a(1) \in A \quad \text{for all} \quad x, a \in A.
\]

If \( \phi \circ S = \psi \), for example, if we are in the bi-measured case (see Remark 1.6.2 ii)), then
\[
S(x) \ast S(a) = \sum s(\phi(S(a)S^2(x)))S(a) = S(a) \ast \hat{x} \quad \text{for all} \quad a, x \in A.
\]

We collect a few useful formulas. First, for all \( a, x \in A \),
\[
a \ast \hat{x} = \sum r(\psi(S(a)\nu_D(x)))a(2), \quad \text{(Prop. 1.6.6)}
\]
\[
a \ast \hat{x} = \sum S^{-1}(r(\psi(S(x)1)a)S(x)2)) = \sum x(1)s(\psi(S(x)2)a)) \quad \text{(Prop. 1.5.3)}
\]

Next, for all \( a, x, y \in A \), \( b \in B \), \( \gamma, \gamma', \delta, \delta' \in \Gamma \),
\[
\hat{r}(b)a \ast \hat{x} = a \ast s(b)x, \quad ar(b) \ast \hat{x} = a \ast \hat{x} \hat{s}(b),
\]
\[
s(b) a \ast \hat{x} = s(b)(a \ast \hat{x}), \quad as(b) \ast \hat{x} = (a \ast \hat{x}) s(b),
\]
\[
(a \ast \hat{x}) \ast \hat{y} = \sum a(3)r(\psi(S(y)a2) r(\psi(S(x)a1)))
\]
\[
= \sum a(2)r(\psi(S(y)x1)s(\psi(S(x2)a1)))
\]
\[
= \sum a(2)r(\psi(S(x2)r(\psi(S(y)x1)))a) = a \ast (x \ast \hat{y}),
\]
\[
A_{\gamma, \gamma'} \ast \hat{A}_{\delta, \delta'} \subseteq \sum s(\psi(A_{\gamma' -1, \delta -1} A_{\gamma, \gamma'}))A_{\gamma, \gamma'} \subseteq \delta_{\gamma, \delta} A_{\delta, \gamma'},
\]

where we used Lemma 1.6.4 in the last line. Finally, note that surjectivity of \( T_2 \) (Proposition 1.3.8 and of \( \psi \) imply
\[
\langle A \ast \hat{A} \rangle = \langle \psi \circ \id \rangle(T_2(A \hat{\otimes} B)) = \langle \Ar(A) \rangle = \langle \Ar(B) \rangle = A.
\]

The \((B, \Gamma)^{\psi}\)-algebra structure on \( A \) induces the following structure on \( \hat{A} \):

1.7.2. Proposition. i) \( \hat{A} \) carries the structure of a non-degenerate \( * \)-algebra, where
\( \hat{y}_x = \hat{x} \hat{y} \) and \( \hat{x}^* = S(x)^{\ast} \) for all \( x, y \in A \).

ii) There exist non-degenerate \( * \)-homomorphisms \( \hat{r}, \hat{s} : B \rightarrow M(\hat{A}) \) such that
\( \hat{r}(b) \hat{x} = x \hat{r}(b), \) \( \hat{x} \hat{r}(b) = x \hat{s}(b), \) \( \hat{s}(b) \hat{x} = r(\hat{b})x, \) \( \hat{x} \hat{s}(b) = s(\hat{b})x \)
for all \( x \in A, b \in B \). The images of \( \hat{r} \) and \( \hat{s} \) commute.

iii) Let \( \hat{A}_{\gamma, \gamma'} = (A_{\gamma', \gamma}) \) for all \( \gamma, \gamma' \in \Gamma \). Then \( \hat{A} = \bigoplus_{\gamma, \gamma'} \hat{A}_{\gamma, \gamma'} \) as a vector space and
\( \hat{A}_{\gamma, \gamma'} \hat{A}_{\delta, \delta'} \subseteq \delta_{\gamma', \delta} \hat{A}_{\gamma, \gamma'}, \) \( (\hat{A}_{\gamma, \gamma'})^{\ast} = \hat{A}^{\gamma', \gamma}, \)
\( \hat{r}(B) \hat{s}(B) \hat{A}_{\gamma, \gamma'} \subseteq \hat{A}_{\gamma, \gamma'} \) for all \( \gamma, \gamma', \delta, \delta' \in \Gamma \).
Furthermore, for all \( \gamma, \gamma', \delta, \delta' \in \Gamma, \hat{a} \in \hat{A}^{\gamma, \gamma'}, b, b' \in B, \)
\( \hat{r}(b) \hat{s}(b') \hat{a} = \hat{r}(\gamma^{-1}(b')) \hat{s}(\gamma(b)) \hat{a} \quad \text{and} \quad \hat{a} \hat{r}(b) \hat{s}(b') = \hat{a} \hat{r}(\gamma^{-1}(b')) \hat{s}(\gamma'(b)) \).

**Proof.**

i) The multiplication is associative and turns \( \hat{A} \) into a non-degenerate algebra by (19) and (21). The \(*\)-operation is involutive because \(* \circ S \) is involutive, and anti-multiplicative because

\[
S(y * \hat{x})^* = \sum S(y_{(2)}) r(\psi(S(x) y_{(1)}))^*
= \sum S(y_{(2)})^* s(\psi(y_{(1)}^* S(x)^*))
= \sum S(y_{(1)})^* s(\psi(S(y_{(2)}^*) S(x)^*)) = S(x)^* \hat{S}(y)^*.
\]

ii) For each \( b \in B \), the formulas above define multipliers \( \hat{r}(b), \hat{s}(b) \in M(\hat{A}) \) because

\[
\hat{y}(\hat{r}(b) \hat{x}) = (x r(b) * \hat{y}) = (x * y s(b)) \hat{x}
\]
and similarly \( \hat{y}(\hat{s}(b) \hat{x}) = (\hat{y} s(b)) \hat{x} \) for all \( x, y \in A \) by (18). The maps \( \hat{r}, \hat{s}: B \to M(\hat{A}) \) are non-degenerate homomorphisms because \( r, s: B \to M(A) \) have the same properties, their images evidently commute, and they are involutive because

\[
(\hat{x} \hat{r}(b))^* = (x s(b))^* = (S(x s(b))^*) = (S(x)^* r(b)^*) = \hat{r}(b)^* \hat{x}^*
\]
and similarly \( (\hat{x} \hat{s}(b))^* = \hat{s}(b)^* \hat{x}^* \) for all \( x \in A, b \in B \).

iii) All of these assertions follow easily from the definitions and relation (20), for example, \( \hat{r}(b) \hat{x} = \hat{x} r(b) = (r(\gamma(b))) \hat{x} = \hat{s}(\gamma(b)) \hat{x} \) for all \( \gamma, \gamma' \in \Gamma, x \in A_{\gamma, \gamma'}, b \in B \).

2. Construction of Associated Measured Quantum Groupoids

In this section, we fix a measured multiplier \((B, \Gamma)\)-Hopf \(*\)-algebroid \((A, \Delta, \epsilon, S, \mu, \phi, \psi)\) and construct operator-algebraic completions of this algebraic object in the form of a Hopf \(C^\ast\)-bimodule, Hopf-von Neumann bimodule and a measured quantum groupoid. Along the way, we shall impose further assumptions on \( B, \Gamma, \mu, A \) which were mentioned already in the introduction, most notably properness.

The basic idea is to use the GNS-representations for the weight \( \mu \) on the basis \( B \) and the functional \( \nu \) on the total algebra \( A \), respectively. Naturally, some restrictions have to be made on \( B, \Gamma, \mu, A \). To show that \( \nu \) admits a bounded GNS-representation and to lift the comultiplication to the level of operator algebras, we use a fundamental unitary. To take full advantage of this unitary, we describe its domain and range as relative tensor products, and show that it is a pseudo-multiplicative unitary in the sense of [24] and [27]. The necessary modules are introduced in §2.2, and the unitary itself is constructed in §2.3. This part uses Connes’ spatial theory [20], and the relative tensor product of Hilbert spaces over \( C^\ast\)-algebras which was introduced in [22]. The fundamental unitary then gives rise to completions of \( A \) and \( \hat{A} \) in the form of Hopf \( C^\ast\)-bimodules and two Hopf-von Neumann bimodules; see §2.4–§2.6. To obtain the full structure of a measured quantum groupoid, we finally extend the integrals \( \phi, \psi \) to the level of von Neumann algebras and show that these extensions are left or right invariant again in §2.7.

Before we turn to details, let us briefly sketch the construction of the fundamental unitary, which we denote by \( W \). Its domain and range can be described as separated
completions of the relative tensor products $sA_B \otimes rA_B$ and $rA_B \otimes A_B$ with respect to the sesquilinear forms given by
\[
\langle x \otimes_B y | x' \otimes_B y' \rangle_{(sA_B \otimes rA_B)} = \nu(x^* s(\phi(y^* y')))x',
\]
\[
\langle x \otimes_B y | x' \otimes_B y' \rangle_{(rA_B \otimes A_B)} = \nu(x^* r(\phi(y^* y')))x'
\]
for all $x, y \in A$, where $y$ is assumed to be homogeneous in the upper line. Note that positivity of these forms is not evident because $\phi$ is not assumed to be completely positive in any sense. Given that positivity, the map
\[
T_4 : \tau A_B \otimes \tau A_B \to \tau A_B \otimes rA_B, \quad x \otimes_B y \mapsto \Delta(y)(x \otimes_B 1) = \sum y_{(1)}x \otimes_B y_{(2)},
\]
extends to a unitary on the respective completions because it is surjective by Proposition 1.3.8 and isometric as shown by the calculation
\[
\sum \langle y_{(1)}x \otimes_B y_{(2)} | y_{(1)}'x' \otimes_B y_{(2)}' \rangle_{(sA_B \otimes rA_B)} = \sum \nu(x^* y_{(1)}^* s(\phi(y_{(2)}^* y_{(2)}'))) y_{(1)}'x' = \nu(x^* r(\phi(y^* y')))x' = \langle x \otimes_B y | x' \otimes_B y' \rangle_{(rA_B \otimes A_B)},
\]
where $y_{(2)}$ is assumed to be homogeneous without loss of generality. The adjoint of this extension is the fundamental unitary $W$.

Similarly, one can construct and employ another unitary $V$ which is an extension of the map $T_1 : A_B \otimes sA_B \to \tau A_B \otimes \tau A_B, x \otimes_B y \mapsto \Delta(x)(1 \otimes_B y)$. We shall focus on $W$ because this unitary is given preference in the theory of locally compact quantum groups and measured quantum groupoids.

2.1. Preparations concerning the base. Denote by $\Lambda_\mu : B \to \mathcal{L}(B)$ the GNS-map for $\mu$ as before. From now on, we assume:

(A1) The weight $\mu$ admits a $C^*$-representation via bounded operators in the sense that the following equivalent conditions hold:

i) for each $b \in B$, there is a $\lambda > 0$ such that $\mu(c^* b^* c) \leq \lambda \mu(c^* c)$ for all $c \in B$;

ii) the formula $\pi_\mu(b) \Lambda_\mu(c) = \Lambda_\mu(bc)$ defines a $\ast$-homomorphism $\pi_\mu : B \to \mathcal{L}(K)$.

2.1.1. Remarks. i) Assumption (A1) holds if $B$ is a pre-$C^*$-algebra since then $\mu(c^* b^* b c) \leq \mu(c^* b^* b c) = \mu(b^* b) \mu(c^* c)$ for all $b, c \in B$. Conversely, if (A1) holds, then $B$ can be regarded as a pre-$C^*$-algebra with respect to the norm given by $b \mapsto |\pi_\mu(b)|$.

ii) To apply the constructions below, it may be useful to first perform a base change, similarly as described in [21, §2], to replace $B$ by a pre-$C^*$-algebra of the form $C_0(\Omega)$, where $\Omega$ is a locally compact space with an action of $\Gamma$. For example, one can take $\Omega$ to be the set of all $\ast$-homomorphisms $\chi : B \to C$, equipped with the weakest topology that makes the function $\Omega \to C$, $\chi \mapsto \chi(b)$, continuous for each $b \in B$, and perform a base change along the canonical map $B \to M(C_0(\Omega))$. Note, however, that such a base change can not simply be applied to left and right integrals, but only to bi-integrals.
Recall that a Hilbert algebra is a $*$-algebra with an inner product such that left multiplication by each element is bounded, the resulting $*$-representation is non-degenerate, and the involution is pre-closed with respect to the norm induced by the inner product. Since $B$ is commutative, the map $\Lambda_\mu(B) \to \Lambda_\mu(B)$ given by $\Lambda_\mu(b) \mapsto \Lambda_\mu(b^*)$ extends to an anti-unitary operator $J_\mu$ on $K$, and hence $\Lambda_\mu(B) \subseteq K$ together with the $*$-algebra structure inherited from $B$ is a Hilbert algebra. We thus obtain

- a von Neumann algebra $N := \pi_\mu(B)^\theta \subseteq \mathcal{L}(K)$,
- a n.s.f. weight $\tilde{\mu}$ on $N$ such that $\tilde{\mu}(\pi_\mu(b^*b)) = \langle \Lambda_\mu(b)|\Lambda_\mu(b) \rangle = \mu(b^*b)$ for all $b \in B$,
- a left ideal $\mathfrak{N}_\mu := \{ x \in N : \tilde{\mu}(x^*x) < \infty \} \subseteq N$ of square-integrable elements,
- a closed map $\Lambda_\mu: \mathfrak{N}_\mu \to K$ such that $(K, \Lambda_\mu, \text{id}_N)$ is a GNS-representation for $\tilde{\mu}$; this is the closure of the map $\pi_\mu(B) \to K$ given by $\pi_\mu(b) \mapsto \Lambda_\mu(b)$.

### 2.2. Various module structures

We define an inner product on $A$ by $\langle a | a' \rangle := \nu(a^*a')$ for all $a, a' \in A$ and denote by $H$ the Hilbert space obtained by completion. We call the canonical inclusion of $A$ into $H$ the GNS-map for $\nu$ and denote it by $\Lambda_\nu$.

#### 2.2.1. Lemma

There exist maps $\Lambda_{\phi}, \Lambda_{\psi}, \Lambda_{\phi}^\dagger, \Lambda_{\psi}^\dagger: A \to \mathcal{L}(K, H)$ such that for all $x, y \in A$, $b \in B$,

\[
\Lambda_{\phi}(x)\Lambda_{\mu}(b) = \Lambda_{\phi}(bx), \quad \Lambda_{\phi}(x)^\dagger\Lambda_{\mu}(y) = \Lambda_{\phi}(\phi(x^*y)), \quad \Lambda_{\phi}(x)\Lambda_{\mu}(y) = \Lambda_{\mu}(\phi(x^*y)),
\]

\[
\Lambda_{\psi}(x)\Lambda_{\mu}(b) = \Lambda_{\psi}(bx), \quad \Lambda_{\psi}(x)^\dagger\Lambda_{\mu}(y) = \Lambda_{\mu}(\psi(x^*y)), \quad \Lambda_{\psi}(x)\Lambda_{\mu}(y) = \Lambda_{\mu}(\psi(x^*y))
\]

\[
\Lambda_{\phi}(x)\Lambda_{\mu}(b) = \Lambda_{\phi}(rb), \quad \Lambda_{\phi}^\dagger(x)^\dagger\Lambda_{\mu}(y) = \Lambda_{\mu}(\phi(y^\theta(x^*))) \quad \Lambda_{\phi}^\dagger(x)^\dagger\Lambda_{\phi}(y) = \Lambda_{\mu}(\phi(y^\theta(x^*)))
\]

and

\[
\Lambda_{\psi}(x)\Lambda_{\mu}(b) = \Lambda_{\psi}(rb), \quad \Lambda_{\psi}^\dagger(x)^\dagger\Lambda_{\mu}(y) = \Lambda_{\mu}(\psi(y^\theta(x^*))) \quad \Lambda_{\psi}^\dagger(x)^\dagger\Lambda_{\psi}(y) = \Lambda_{\mu}(\psi(y^\theta(x^*))).
\]

We only prove the assertions concerning $\Lambda_{\phi}$ and $\Lambda_{\phi}^\dagger$. They follow from the relations

\[
|\Lambda_{\phi}(bx)|^2 = \nu(b^*b) \leq |\Lambda_{\mu}(\phi(x^*))|^2, \quad \langle \Lambda_{\phi}(x)|\Lambda_{\phi}(bx) \rangle = \nu(x^*bx)
\]

and

\[
|\Lambda_{\phi}(rb)|^2 = \nu(r^*b^*b) = \nu(b^*b) \leq |\Lambda_{\mu}(b)|^2, \quad \langle \Lambda_{\phi}(x)|\Lambda_{\phi}(rb) \rangle = \nu(x^*rb)
\]

which hold for all $x, y \in A$ and $b \in B$.

The maps introduced above yield various module structures on $H$ as follows. Let

\[ (24) \quad E_{\phi} := [\Lambda_{\phi}(A)], \quad E_{\psi} := [\Lambda_{\psi}(A)], \quad E_{\phi}^\dagger := [\Lambda_{\phi}^\dagger(A)], \quad E_{\psi}^\dagger := [\Lambda_{\psi}^\dagger(A)]. \]

We shall use the following concepts introduced in [22, 24]. A $C^*$-b-module, where $b = (K, [\pi_\mu(B)], [\pi_\mu(B)])$, consists of a Hilbert space $L$ and a closed subset $E \subseteq \mathcal{L}(K, L)$ such that $[EK] = L$, $[E\pi_\mu(B)] = E$, $[E^*E] = [\pi_\mu(B)]$. Each such $C^*$-b-module gives rise to a normal, faithful, non-degenerate representation $\rho_E: N = \pi_\mu(B)^\theta \to \mathcal{L}(L)$ such
that $\rho_E(x)\xi = \xi x$ for all $x \in N$, $\xi \in E$. A $C^\ast(\mathfrak b, \mathfrak b)$-module is a triple $(L, E, F)$ such that $(L, E)$ and $(L, F)$ are $C^\ast$-$\mathfrak b$-modules and $[\rho_E(\pi_B(B))F] = F$ and $[\rho_F(\pi_B(B))E] = E$.

2.2.2. Lemma. The Hilbert space $H$ is a $C^\ast(\mathfrak b, \mathfrak b)$-module with respect to either two of the spaces $E_\phi, E_\psi, E_\phi^\dagger, E_\psi^\dagger$. The representations $\alpha := \rho_{E_\phi^\dagger}$, $\beta := \rho_{E_\psi^\dagger}$, $\tilde{\alpha} := \rho_{E_\psi}$, $\tilde{\beta} := \rho_{E_\phi}$ of $N$ on $H$ are given by

$$\alpha(\pi_B(b))\Lambda_\nu(a) = \Lambda_\nu(rb(a)), \quad \beta(\pi_B(b))\Lambda_\nu(a) = \Lambda_\nu(s(b)a),$$

$$\tilde{\alpha}(\pi_B(b))\Lambda_\nu(a) = \Lambda_\nu(ar(b)), \quad \tilde{\beta}(\pi_B(b))\Lambda_\nu(a) = \Lambda_\nu(as(b))$$

for all $b \in B, a \in A$.

Proof. Let $E, F$ be any two of the spaces listed above. Then $[EH] = H$ and $[E\pi_B(B)] = E$ because $\langle r(B)s(B)Ar(B)s(B) \rangle = A$, and $[E^*E] = [\pi_B(B)]$ because $\phi(A) = B = \psi(A)$. Thus, $(H, E)$ is a $C^\ast$-$\mathfrak b$-module. The formulas for the associated representations are easily verified. Using these formulas and the relation $\langle r(B)s(B)Ar(B)s(B) \rangle = A$, one easily checks that $[\rho_E(\pi_B(B))F] = F$ and $[\rho_F(\pi_B(B))E] = E$. $\square$

Recall that a vector $\zeta$ in a Hilbert space $L$ is bounded with respect to a normal, non-degenerate representation $\rho: N \to L$ and the weight $\hat{\mu}$ if the following equivalent conditions hold:

i) there exists a $K \geq 0$ such that $|\rho(x)\zeta| \leq K\hat{\mu}(x^s)\zeta$ for all $x \in \mathfrak M_{\hat{\mu}}$;

ii) there exists an operator $R^\zeta_{\hat{\mu}} \in \mathcal L(K, L)$ such that $R^\zeta_{\hat{\mu}}\Lambda_\nu(x) = \rho(x)\zeta$ for all $x \in \mathfrak M_{\hat{\mu}}$.

The set of all such bounded vectors is denoted by $D(L_\rho, \hat{\mu})$. This spaces carries an $N$-valued inner product $\langle \cdot | \cdot \rangle_{\rho, \hat{\mu}}$ given by $\langle \zeta | \zeta' \rangle_{\rho, \hat{\mu}} = (R^\zeta_{\hat{\mu}})^* R^{\zeta'}_{\hat{\mu}}$ for all $\zeta, \zeta' \in D(L_\rho, \hat{\mu})$, and $\rho(N)'D(L_\rho, \hat{\mu}) = D(L_\rho, \hat{\mu})$.

$$\Lambda_{\rho}(\langle \zeta | \zeta' \rangle_{\rho, \hat{\mu}}) = (R^\zeta_{\hat{\mu}})^* \zeta', \quad R^\zeta_{\hat{\mu}} = TR^\zeta_{\hat{\mu}}$$

for all $T \in \rho(N)'$, $\zeta, \zeta' \in D(L_\rho, \hat{\mu})$.

2.2.3. Lemma. $\Lambda_{\rho}(A) \subseteq D(H_\alpha, \hat{\mu}) \cap D(H_\beta, \hat{\mu}) \cap D(H_\alpha^\dagger, \hat{\mu}) \cap D(H_\beta^\dagger, \hat{\mu})$ and for all $x, y \in A$,

$$R^\zeta_{\rho}(x) = \Lambda^\zeta_{\rho}(x), \quad R^\zeta_{\rho}(x) = \Lambda^\zeta_{\rho}(x), \quad R^\zeta_{\rho}(x) = \Lambda^\zeta_{\rho}(x), \quad R^\zeta_{\rho}(x) = \Lambda^\zeta_{\rho}(x).$$

Proof. We shall only prove the assertion concerning $\alpha$. Let $a \in A$. Then $\Lambda^\zeta_{\rho}(a)\Lambda_{\rho}(\pi_B(b)) = \Lambda_{\rho}(rb(a)) = \alpha(\pi_B(b))\Lambda_\nu(a)$ for all $b \in B$, and since $\pi_B(B)$ is a core for $\Lambda_{\rho}$, we can conclude $\Lambda^\zeta_{\rho}(a)\Lambda_{\rho}(x) = \alpha(x)\Lambda_{\rho}(a)$ for all $x \in \mathfrak M_{\hat{\mu}}$. $\square$

The preceding result and Lemma 2.2.1 imply that for all $x, y \in A$,

$$\langle \Lambda_{\rho}(x) | \Lambda_{\rho}(y) \rangle_{\alpha, \hat{\mu}} = \pi_{\rho}(\phi(y\theta(x^s))), \quad \langle \Lambda_{\rho}(x) | \Lambda_{\rho}(y) \rangle_{\beta, \hat{\mu}} = \pi_{\rho}(\psi(y\theta(x^s))),$$

$$\langle \Lambda_{\rho}(x) | \Lambda_{\rho}(y) \rangle_{\tilde{\alpha}, \hat{\mu}} = \pi_{\rho}(\phi(y^s\theta(x^s))), \quad \langle \Lambda_{\rho}(x) | \Lambda_{\rho}(y) \rangle_{\tilde{\beta}, \hat{\mu}} = \pi_{\rho}(\psi(y^s\theta(x^s))).$$

2.3. The fundamental unitary. To define the domain and the range of the fundamental unitary, we use Connes’ relative tensor product of Hilbert modules and the module structures introduced above. Connes’ original manuscript on the construction remained unpublished; we therefore refer to [20] and [23] for details.
The relative tensor product $H_{\beta} \otimes_{\mu} H$ is the separated completion of the algebraic tensor product $D(H_{\beta}, \mu) \otimes K \otimes D(H_\alpha, \tilde{\mu})$ with respect to the sesquilinear form given by

\begin{equation}
\langle \xi \otimes \zeta \otimes \eta | \xi' \otimes \zeta' \otimes \eta' \rangle = \langle \zeta' | \zeta \rangle_{\beta, \mu} \langle \eta' | \eta \rangle_{\alpha, \tilde{\mu}} \zeta'.
\end{equation}

This Hilbert space can naturally be identified with the separated completions of the algebraic tensor products $D(H_{\beta}, \mu) \otimes H$ and $H \otimes D(H_\alpha, \tilde{\mu})$ with respect to the sesquilinear forms given by

\begin{equation}
\langle \xi \otimes \eta | \xi' \otimes \eta' \rangle = \langle \eta | \alpha \langle \xi | \xi' \rangle_{\beta, \mu} \eta' \rangle \quad \text{and} \quad \langle \xi \otimes \eta | \xi' \otimes \eta' \rangle = \langle \xi | \beta \langle \eta | \eta' \rangle_{\alpha, \tilde{\mu}} \xi' \rangle,
\end{equation}

respectively, via

\begin{equation}
\xi \otimes R^{\alpha, \tilde{\mu}} \zeta \equiv \xi \otimes \zeta \otimes \eta = R^{\beta, \mu} \zeta \otimes \eta,
\end{equation}

and we shall use these identifications without further notice. Replacing the representations $\beta, \alpha$ by $\alpha, \tilde{\beta}$ or $\tilde{\alpha}, \beta$, respectively, one obtains the relative tensor products $H_{\alpha} \otimes_{\tilde{\mu}} \beta H$ and $H_{\tilde{\alpha}} \otimes_{\mu} \beta H$.

To proceed, we impose the following simplifying assumption:

(A2) The Radon-Nikodym cocycle $(D_\gamma)_\gamma$ of $\mu$ has a positive square root in $M(B)$ in the sense that there exists a family $(D_\gamma^\frac{1}{2})_{\gamma \in \Gamma}$ in $M(B)$ such that for all $\gamma, \gamma' \in \Gamma$, $c \in B$,

\begin{equation}
D_\gamma^\frac{1}{2} = 1, \quad (D_\gamma^\frac{1}{2})^* = D_\gamma^\frac{1}{2}, \quad (D_\gamma^\frac{1}{2})^2 = D_\gamma, \quad D_{\gamma}^\frac{1}{2} = \gamma^{-1}(D_{\gamma'}^\frac{1}{2})D_{\gamma'}, \quad \mu(c^* D_\gamma^\frac{1}{2} c) \geq 0.
\end{equation}

Clearly, this condition implies the existence of a unitary representation $U : \Gamma \rightarrow \mathcal{L}(K)$ such that

\begin{equation}
U_\gamma \Lambda_\mu(c) = \Lambda_\mu(\gamma(cD_\gamma^\frac{1}{2})), \quad U_\gamma \pi_\mu(b)U_\gamma^* = \pi_\mu(\gamma(b)) \quad \text{for all } b, c \in B, \gamma \in \Gamma.
\end{equation}

Similarly as in (9), we define linear maps $D_\gamma^\frac{1}{2}, \tilde{D}_\gamma^\frac{1}{2} : A \rightarrow A$ by

\begin{equation}
D_\gamma^\frac{1}{2} = r(D_\gamma^\frac{1}{2}) a = r(D_\gamma^\frac{1}{2}) a, \quad \tilde{D}_\gamma^\frac{1}{2} = s(D_\gamma^\frac{1}{2}) a = s(D_\gamma^\frac{1}{2}) a
\end{equation}

for all homogeneous $a \in A$. These maps share all the properties of the maps $D, \tilde{D}$ listed in Lemma 1.6.3. Short calculations show that for all homogeneous $x, y \in A$,

\begin{equation}
\Lambda_{\phi}(x)U_{\gamma^{-1}} = \Lambda_{\phi}(D_{\gamma}^\frac{1}{2}(x)), \quad \langle \Lambda_{\nu}(D_{\gamma}^\frac{1}{2}(x)) | \Lambda_{\nu}(D_{\gamma}^\frac{1}{2}(y)) \rangle_{\alpha, \beta} = \pi_{\mu}(\partial_x(\phi(x^* y))),
\end{equation}

\begin{equation}
\Lambda_{\psi}(x)U_{\gamma^{-1}} = \Lambda_{\psi}(\tilde{D}_{\gamma}^\frac{1}{2}(x)), \quad \langle \Lambda_{\nu}(\tilde{D}_{\gamma}^\frac{1}{2}(x)) | \Lambda_{\nu}(\tilde{D}_{\gamma}^\frac{1}{2}(y)) \rangle_{\beta, \tilde{\alpha}} = \pi_{\mu}(\partial_x(\psi(x^* y))).
\end{equation}

Indeed, for all homogeneous $x, y \in A$ and $b \in B$,

\begin{align*}
\Lambda_{\phi}(x)U_{\gamma^{-1}} \Lambda_{\mu}(b) &= \Lambda_{\mu}(xr(\partial_x^{-1}(bD_{\gamma}^\frac{1}{2}(x))) = \Lambda_{\nu}(r(bD_{\gamma}^\frac{1}{2}(x)) = \Lambda_{\phi}(D_{\gamma}^\frac{1}{2}(x)) \Lambda_{\mu}(b), \\
\Lambda_{\psi}(D_{\gamma}^\frac{1}{2}(x))^* \Lambda_{\psi}(D_{\gamma}^\frac{1}{2}(y)) &= U_{\gamma^{-1}}^* \Lambda_{\phi}(x)^* \Lambda_{\phi}(y) U_{\gamma^{-1}} \\
&= U_{\gamma^{-1}} \pi_{\mu}(\phi(x^* y)) U_{\gamma^{-1}} = \pi_{\mu}(\partial_x(\phi(x^* y))).
\end{align*}
2.3.1. **Lemma.** The sesquilinear forms on $\hat{s}_A \otimes_r A$ and $\hat{r}_A \otimes_A \hat{r}_A$ defined in (22) are positive. Denote by $\hat{s}_A \otimes_r A$ and $\hat{r}_A \otimes_A \hat{r}_A$ the respective separated completions. Then there exist isomorphisms

$$\Lambda: \hat{r}_A \otimes_A \hat{r}_A \to H_{\alpha} \otimes_{\beta} H, \quad x \otimes y \mapsto \Lambda_\nu(x) \otimes \Lambda_\nu(y),$$

$$\Lambda': \hat{s}_A \otimes_r A \to H_{\beta} \otimes_{\alpha} H, \quad x \otimes y \mapsto \Lambda_\nu(x) \otimes \Lambda_\nu(D^{1/2}(y)).$$

**Proof.** The maps $\Lambda, \Lambda'$ are surjective because $\Lambda_\nu(A) \subseteq H$ is dense, and they are well-defined and isometric because (29), (27) and (32) imply for all homogeneous $x, y \in A$

$$\langle \Lambda(x \otimes y)|\Lambda(x' \otimes y') \rangle = \nu(x^s s(\phi(y^s y'))x'),$$

$$\langle \Lambda'(x \otimes y)|\Lambda'(x' \otimes y') \rangle = \nu(x^s r(\overline{\phi(y^s y')}))x').$$

\[\square\]

2.3.2. **Proposition.** There exists a unitary $W: H_{\beta} \otimes_{\alpha} H \to H_{\alpha} \otimes_{\beta} H$ such that $W^* \circ \Lambda = \Lambda' \circ T_4$ as maps from $\hat{s}_A \otimes_r A$ to $H_{\beta} \otimes_{\alpha} H$, that is, for all homogeneous $x, y \in A$,

$$W^*(\Lambda_\nu(x) \otimes \Lambda_\nu(y)) = \sum \Lambda_\nu(D^{1/2}(y_{(1)})x) \otimes \Lambda_\nu(y_{(2)}) = \sum \Lambda_\nu(y_{(1)}x) \otimes \Lambda_\nu(D^{1/2}(y_{(2)}),$$

$$W(\Lambda_\nu(x) \otimes \Lambda_\nu(y)) = \sum \Lambda_\nu(S^{-1}(D^{-1/2}(y_{(1)}))x) \otimes \Lambda_\nu(y_{(2)})$$

$$= \sum (D^{1/2}(S^{-1}(y_{(1)}))x) \otimes \Lambda_\nu(y_{(2)}).$$

**Proof.** The calculation (23) and Lemma 2.3.1 imply that the map $\Lambda_\nu(x) \otimes \Lambda_\nu(y) \mapsto \sum \Lambda_\nu(y_{(1)}x) \otimes \Lambda_\nu(D^{1/2}(y_{(2)}))$ extends to an isometry $H_{\alpha} \otimes_{\beta} H \to H_{\beta} \otimes_{\alpha} H$. Bijectivity of this isometry and the formula for $W$ follow from Proposition 1.3.8 and Lemma 1.6.3. \[\square\]

Similarly, the map $T_1$ yields a second fundamental unitary:

2.3.3. **Proposition.** There exists a unitary $V: H_{\beta} \otimes_{\alpha} H \to H_{\alpha} \otimes_{\beta} H$ such that for all homogeneous $x, y \in A$,

$$V(\Lambda_\nu(x) \otimes \Lambda_\nu(y)) = \sum \Lambda_\nu(D^{1/2}(x_{(1)})x) \otimes \Lambda_\nu(x_{(2)})y) = \sum \Lambda_\nu(x_{(1)}) \otimes \Lambda_\nu(D^{1/2}(x_{(2)}))y),$$

$$V^*(\Lambda_\nu(x) \otimes \Lambda_\nu(y)) = \sum \Lambda_\nu(x_{(1)}) \otimes \Lambda_\nu(S(D^{-1/2}(x_{(2)}))y) \sum \Lambda_\nu(x_{(1)}) \otimes \Lambda_\nu(D^{1/2}(S(x_{(2)}))y).$$

**Proof.** The formula above defines an isometry $V$. Indeed, (29), (27) and (33) imply

$$\sum \langle \Lambda_\nu(D^{1/2}(x_{(1)})) \otimes \Lambda_\nu(x_{(2)}y)|\Lambda_\nu(D^{1/2}(x'_{(1)})) \otimes \Lambda_\nu(x'_{(2)}y') \rangle_{(H_{\beta} \otimes_{\alpha} H)}$$

$$= \sum \nu(y^x x^*_{(2)}r(\overline{\psi(x_{(1)}x'_{(1)})})x'_{(2)}y')$$

$$= \sum \nu(y^x x^*_{(2)}x'_{(2)}r(\psi(x_{(1)}x'_{(1)}))y'),$$

$$\langle \Lambda_\nu(x) \otimes \Lambda_\nu(y)|\Lambda_\nu(x') \otimes \Lambda_\nu(y') \rangle_{(H_{\beta} \otimes_{\alpha} H)} = \nu(y^x s(\psi(x^x x'))y').$$
for all homogeneous $x, x', y, y' \in A$, where $x_{(1)}$ is assumed to be homogeneous without loss of generality, and by right-invariance of $\psi$ (see Remark 1.5.2 i)), the expressions above coincide. Bijectivity of $V$ and the inversion formula follow from Proposition 1.3.8. \hfill \Box

2.4. Boundedness of the canonical representations. The first application of the fundamental unitary $W$ is to show that left multiplication on $A$ and right convolution by $\tilde{A}$ extend to representations on the Hilbert space $H$.

The proof of Theorem 2.4.2 involves operators and slice maps of the following form. For each $\xi \in D(H_{\beta, \tilde{\mu}})$ and $\eta \in D(H_{\alpha, \tilde{\mu}})$, there exist bounded linear operators

$$\lambda_{\xi}^{\beta, \alpha} : H \to H_{\beta, \tilde{\mu}}(\alpha, H), \quad \eta' \mapsto \xi \otimes \eta', \quad \rho_{\eta}^{\beta, \alpha} : H \to H_{\alpha, \tilde{\mu}}(\beta, H), \quad \xi' \mapsto \xi' \otimes \eta,$$

whose adjoints are given by

$$\lambda_{\xi}^{\beta, \alpha} : H \to H_{\alpha, \tilde{\mu}}(\beta, H), \quad \eta' \mapsto \xi \otimes \eta', \quad \rho_{\eta}^{\beta, \alpha} : H \to H_{\beta, \tilde{\mu}}(\alpha, H), \quad \xi' \mapsto \xi' \otimes \eta,$$

see also [4]. Likewise, there exist operators $\lambda_{\xi}^{\alpha, \beta}, \rho_{\eta}^{\alpha, \beta} : H \to H_{\alpha, \tilde{\mu}}(\beta, H)$ for all $\xi \in D(H_{\alpha, \tilde{\mu}})$ and $\eta \in D(H_{\beta, \tilde{\mu}})$ which are defined similarly. Using these operators, one defines slice maps

$$\omega_{\xi, \xi'} : \mathcal{L}(H_{\alpha, \tilde{\mu}}(\beta, H)) \to \mathcal{L}(H), \quad T \mapsto (\lambda_{\xi}^{\beta, \alpha})^* T \lambda_{\xi'}^{\beta, \alpha},$$

$$\omega_{\eta, \eta'} : \mathcal{L}(H_{\alpha, \tilde{\mu}}(\beta, H)) \to \mathcal{L}(H), \quad T \mapsto (\rho_{\eta}^{\beta, \alpha})^* T \rho_{\eta'}^{\beta, \alpha}$$

for all $\xi \in D(H_{\beta, \tilde{\mu}}), \xi' \in D(H_{\alpha, \tilde{\mu}}), \eta \in D(H_{\alpha, \tilde{\mu}}), \eta' \in D(H_{\beta, \tilde{\mu}})$; see [3].

2.4.1. Lemma. Let $x, x', y, y' \in A$. Then

$$(\text{id} \ast \omega_{\Lambda_{\nu}(y), \Lambda_{\nu}(y')})(W^*)A_{\nu}(x) = \Lambda_{\nu}(ax), \quad \text{where } a = \sum \bar{D}^{-\frac{1}{2}}(y'_{(1)} s(\phi(y^* y'_{(2)}))),$$

$$(\omega_{\Lambda_{\nu}(x), \Lambda_{\nu}(x')}) \ast \text{id}')(W^*)A_{\nu}(y) = \Lambda_{\nu}(y \ast c), \quad \text{where } c = S^{-1}(\bar{D}^{-\frac{1}{2}}(\theta^{-1}(x^*)x^*)).$$

Proof. Without loss of generality, we may assume $y$ to be homogeneous. Then

$$(\rho_{\Lambda_{\nu}(y)}^{\beta, \alpha})^* W^* \rho_{\Lambda_{\nu}(y)}^{\alpha, \beta} A_{\nu}(x) = \sum (\rho_{\Lambda_{\nu}(y)}^{\beta, \alpha})^*(A_{\nu}(y_{(1)} x) \otimes A_{\nu}(D^{\frac{1}{2}}(y'_{(2)})))$$

$$= \sum (\rho_{\Lambda_{\nu}(y)}^{\beta, \alpha})^*(A_{\nu}(y_{(1)} x) \otimes A_{\nu}(D^{\frac{1}{2}}(y'_{(2)})))$$

(Equation 35)

$$= \sum A_{\nu}(s(\phi(\alpha(D^{-\frac{1}{2}}(y_{(1)} x))))(y'_{(1)} x))$$

(Equation 32)

(Lemma 1.6.3)

$$= \sum A_{\nu}(\bar{D}^{-\frac{1}{2}}(y_{(1)} s(\phi(y^* y'_{(2)}))))x), \quad \text{(Lemma 1.6.3),}$$
\[
(\lambda_{\Delta(x)}^{\beta,\alpha})^* W^* \lambda_{\Delta(x')}^{\beta,\alpha} \Lambda_{\nu}(y) = \sum (\lambda_{\Delta(x)}^{\beta,\alpha})^*(\Lambda_{\nu}(D^{\frac{1}{2}}(y(1))) \otimes \Lambda_{\nu}(y(2))) \\
= \sum \alpha(\langle \Lambda_{\nu}(x)|\Lambda_{\nu}(D^{\frac{1}{2}}(y(1))\lambda(x')\rangle_{\beta,\alpha})\Lambda_{\nu}(y(2)) \quad \text{(Equation (35))} \\
= \sum \Lambda_{\nu}(r(\psi(D^{\frac{1}{2}}(y(1))\lambda(x'))))y(2)) \quad \text{(Equation (27))} \\
= \sum \Lambda_{\nu}(r(\psi(y(1)D^{\frac{1}{2}}(x'\theta(x^s))))y(2)) \quad \text{(Lemma 1.6.3)} \\
= \sum \Lambda_{\nu}(y(2)r(\psi(D^{\frac{1}{2}}(\theta^{-1}(x')x^s))y(1)))) \quad \text{(Equation (16))}
\]

\[\square\]

2.4.2. Theorem. Let \( (A, \Delta, \epsilon, S, \mu, \phi, \psi) \) be a measured multiplier \((B, \Gamma)\)-Hopf \(*\)-algebroid such that \( \mu \) admits a \( \Gamma \)-representation via bounded operators \((K, \Lambda_{\mu}, \pi_{\mu}) \) and its Radon-Nikodym cocycle has a positive square root in \( M(B) \). Denote by \( \Lambda_{\nu}: A \to \mathcal{L}(H) \) the GNS-map for \( \nu = \mu \circ \phi = \mu \circ \psi \). Then there exist non-degenerate \(*\)-homomorphisms \( \pi_{\nu}: A \to \mathcal{L}(H) \) and \( \rho: \hat{A} \to \mathcal{L}(H) \) such that

\[
\pi_{\nu}(x)\Lambda_{\nu}(y) = \Lambda_{\nu}(xy) \quad \text{and} \quad \rho(\omega)\Lambda_{\nu}(y) = \Lambda_{\nu}(y \ast \omega) \quad \text{for all } x, y \in A, \omega \in \hat{A}.
\]

Proof of Theorem 2.4.2. For elements \( a \) and \( c \) of the form in Lemma 2.4.1, the maps \( \Lambda_{\nu}(y) \mapsto \Lambda_{\nu}(ay) \) and \( \Lambda_{\nu}(x) \mapsto \Lambda_{\nu}(x \ast \hat{c}) \) coincide with compositions of bounded operators and therefore are bounded. Since elements of this form span \( A \), we obtain maps \( \pi_{\nu}: A \to \mathcal{L}(H) \) and \( \rho: \hat{A} \to \mathcal{L}(H) \) as in (36). Evidently, \( \pi_{\nu} \) is a \(*\)-homomorphism. The map \( \rho \) is multiplicative by (19) and Proposition 1.7.2, and it is involutive because by (17) and Proposition 1.7.2,

\[
\langle \rho(\tilde{x})\Lambda_{\nu}(z) | \Lambda_{\nu}(y) \rangle = \langle \rho(S(x)^s)\Lambda_{\nu}(z) | \Lambda_{\nu}(y) \rangle \\
= \sum \langle \Lambda_{\nu}(S(x)^s(1) \psi(S(x)^s(2))z) | \Lambda_{\nu}(y) \rangle \\
= \nu(s(\psi(z^s x(1)))S(x(2)y) \\
= \nu(z^s x(1)s(\psi(S(x(2)y)))) = \langle \Lambda_{\nu}(z) | \rho(\tilde{x})\Lambda_{\nu}(y) \rangle.
\]

Finally, \( \pi_{\nu} \) and \( \rho \) are non-degenerate because \( \langle AA \rangle = A \) and \( \langle A \ast \hat{A} \rangle = A \) (see (21)). \[\square\]

2.4.3. Remark. Lemma 2.4.1, Theorem 2.4.2 and self-adjointness of \( \pi_{\nu}(A) \) and \( \rho(\hat{A}) \) imply

\[
\pi_{\nu}(A) = \text{span}\{(\text{id} \ast \omega_{\Lambda_{\nu}(x),\Lambda_{\nu}(y)})(W^*)|y, y' \in A\} = \text{span}\{(\text{id} \ast \omega_{\Lambda_{\nu}(x),\Lambda_{\nu}(y)})(W)|y, y' \in A\},
\]

\[
\rho(\hat{A}) = \text{span}\{(\omega_{\Lambda_{\nu}(x),\Lambda_{\nu}(x')} \ast \text{id})(W^*)|x, x' \in A\} = \text{span}\{(\omega_{\Lambda_{\nu}(x),\Lambda_{\nu}(x')} \ast \text{id})(W)|x, x' \in A\}.
\]

For later use, we calculate the slices of \( V \), which are defined similarly as those of \( W^* \).

2.4.4. Lemma. Let \( x, x', y, y' \in A \). Then

\[
(\omega_{\Lambda_{\nu}(x),\Lambda_{\nu}(x')} \ast \text{id})(V)\Lambda_{\nu}(y) = \Lambda_{\nu}(ay),
\]

\[
(\text{id} \ast \omega_{\Lambda_{\nu}(y),\Lambda_{\nu}(y')})(V)\Lambda_{\nu}(x) = \Lambda_{\nu}(\tilde{c} \ast x), \quad \text{where } a = \sum D^{-\frac{1}{2}}(x'(2)r(\psi(x^s x'(1)))) \\
(\text{id} \ast \omega_{\Lambda_{\nu}(y),\Lambda_{\nu}(y')})(V)\Lambda_{\nu}(x) = \Lambda_{\nu}(\tilde{c} \ast x), \quad \text{where } c = S^{-1}(D^{-\frac{1}{2}}(y'\theta(y^s))).
\]
Proof. Without loss of generality, we assume $x$ to be homogeneous. Proceeding as in the proof of that Lemma 2.4.1, we then find

$$ (\lambda_{A_{\nu}(x)}^{\beta,\alpha})^* V \lambda_{A_{\nu}(x')}^{\alpha,\beta} \Lambda_{\nu}(y) = \sum (\lambda_{A_{\nu}(x)}^{\beta,\alpha})^* (\Lambda_{\nu}(D^{\frac{1}{2}}(x'_1))) \otimes \Lambda_{\nu}(x'_2,y)) $$

(Definition of $V$)

$$ = \sum \alpha(\Lambda_{\nu}(x) | \Lambda_{\nu}(D^{\frac{1}{2}}(x'_1)))_{\beta,\rho} \Lambda_{\nu}(x'_2,y) $$

$$ = \sum \Lambda_{\nu}(r(\tilde{\epsilon}_x(y)(D^{-\frac{1}{2}}(x)*x'_1))) \otimes x'_2(y) $$

(Equation (33))

$$ = \sum \Lambda_{\nu}(D^{-\frac{1}{2}}(x'_2)r(\psi(x^*x'_1))) $$


\[
(\rho_{A_{\nu}(y)})^{\alpha,\beta} \Lambda_{\nu}(x) = \sum (\rho_{A_{\nu}(y)}^{\beta,\alpha})^* (\Lambda_{\nu}(x(1)) \otimes \Lambda_{\nu}(D^{\frac{1}{2}}(x(2)y)))
\]

(Definition of $V$)

$$ = \sum \beta(\Lambda_{\nu}(y) | \Lambda_{\nu}(D^{\frac{1}{2}}(x(2)y)))_{\alpha,\beta} \Lambda_{\nu}(x(1)) $$

$$ = \sum \Lambda_{\nu}(s(\phi(D^{\frac{1}{2}}(x(2)y\theta(y^*))x(1))) $$

(Equation (27))

$$ = \sum \Lambda_{\nu}(s(\phi(x(2)D^{-\frac{1}{2}}(y\theta(y^*))x(1))).
\]

$$ \square $n

2.5. The Hopf-von Neumann bimodules. We next show that the fundamental unitary $W$ is pseudo-multiplicative in the sense of [27] and therefore yields two Hopf-von Neumann bimodules, which are completions of $A$ and $A$, respectively. First, we need further preliminaries.

The relative tensor product is functorial so that there exist bounded linear operators $S \otimes T \in \mathcal{L}(H_{\beta} \otimes_{\alpha} H)$ for all $S \in \beta(N)', T \in \alpha(N)'$, as well as $S \otimes T \in \mathcal{L}(H_{\alpha} \otimes_{\beta} H)$ for all $S \in \alpha(N)', T \in \beta(N)'$, both times given by $\xi \otimes \eta \mapsto S\xi \otimes T\eta$.

In particular, the commuting representations $\alpha, \beta, \tilde{\alpha}, \tilde{\beta}$ yield six representations $\alpha \otimes \text{id}$, $\tilde{\alpha} \otimes \text{id}$, $\beta \otimes \text{id}$, $\text{id} \otimes \tilde{\alpha}$, $\text{id} \otimes \tilde{\beta}$ of $N$ on $H_{\beta} \otimes_{\alpha} H$, and further six representations of $N$ on $H_{\alpha} \otimes_{\beta} H$.

2.5.1. Lemma. The following relations hold for all $x \in N$:

$$ W(\text{id} \otimes \tilde{\beta}(x)) = (\beta(x) \otimes \text{id})W, \quad W(\alpha(x) \otimes \text{id}) = (\text{id} \otimes \alpha(x))W, $$

$$ W(\tilde{\beta}(x) \otimes \text{id}) = (\tilde{\beta}(x) \otimes \text{id})W, \quad W(\text{id} \otimes \tilde{\beta}(x)) = (\text{id} \otimes \beta(x))W, $$

$$ W(\tilde{\alpha}(x) \otimes \text{id}) = (\tilde{\alpha}(x) \otimes \text{id})W, \quad W(\text{id} \otimes \tilde{\alpha}(x)) = (\text{id} \otimes \tilde{\alpha}(x))W. $$

Proof. This follows immediately from the fact that $\pi_\alpha(B) \subseteq N$ is weakly dense, the definition of $W$, and the formulas for $\alpha, \beta, \tilde{\alpha}, \tilde{\beta}$ given in Lemma 2.2.2. \qed
The relative tensor product is associative in a natural sense. The intertwining relations for \( W \) obtained above imply that all operators in the diagram below are well-defined,

\[
\begin{align*}
H_{\beta \otimes \alpha} H_{\beta \otimes \alpha} H & \quad \xrightarrow{W_{12}} \quad H_{\alpha \otimes \beta} H_{\beta \otimes \alpha} H \quad \xrightarrow{W_{21}} \quad H_{\alpha \otimes \beta} H_{\alpha \otimes \beta} H, \\
H_{\beta \otimes \alpha} \rho_{\mu} (\hat{\alpha}_{\mu} \otimes \hat{\beta}_{\mu}) & \quad \xrightarrow{W_{13}} \quad \rho_{\mu} (\hat{\alpha}_{\mu} \otimes \hat{\beta}_{\mu}) \quad (\alpha \otimes \beta)_{\mu} \otimes \beta_{\mu}
\end{align*}
\]

where \( W_{12} = W \otimes \text{id}, W_{23} = \text{id} \otimes W, \) and \( W_{13} \) acts on the first and third tensor factor; see [27] for details.

2.5.2. **Lemma.** Diagram (37) commutes, that is, \( W_{23} W_{12} = W_{12} W_{13} W_{23}. \)

**Proof.** A short calculation shows that the adjoints of both compositions are given by

\[
\Lambda_\nu(x) \otimes \Lambda_\nu(y) \otimes \Lambda_\nu(z) \mapsto \sum \Lambda_\nu(\gamma(1) y(1) x) \otimes \Lambda_\nu(D^2(\gamma(2) y(2))) \otimes \Lambda_\nu(D^2(\gamma(3))). \quad \Box
\]

2.5.3. **Theorem.** Let \((A, \Delta, \epsilon, S, \mu, \phi, \psi)\) be a measured multiplier \((B, \Gamma)\)-Hopf \(*\)-algebroid such that \(\mu\) admits a GNS-representation via bounded operators \((K, \Lambda_\mu, \pi_\mu)\) and its Radon-Nikodym cocycle has a positive square root in \(M(B)\). Let \(\hat{\mu}\) be the weight on \(N = \pi_\mu(B)^\mu \) associated to the Hilbert algebra \(\Lambda_\mu(B)\), let \(\Lambda_\nu : A \rightarrow \mathcal{L}(H)\) be the GNS-map for \(\nu = \mu \circ \phi = \mu \circ \psi\), and define \(\alpha, \beta, \hat{\beta} : N \rightarrow \mathcal{L}(H)\) as in (25). Then the unitaries \(W : H_{\beta \otimes \alpha} H \rightarrow H_{\alpha \otimes \beta} H\) and \(V : H_{\beta \otimes \alpha} H \rightarrow H_{\beta \otimes \alpha} H\) defined in Proposition 2.3.2 and 2.3.3 are pseudo-multiplicative in the sense of [27].

**Proof.** The assertion on \(W\) is just Lemma 2.5.1 and Lemma 2.5.2. For \(V\), the proof is similar. \(\Box\)

2.5.4. **Definition.** Let \((A, \Delta, \epsilon, S, \mu, \phi, \psi), W\) and \(V\) as in Theorem 2.5.3. Then we call \(W\) and \(V\) the **left** and the **right** pseudo-multiplicative unitary of \((A, \Delta, \epsilon, S, \mu, \phi, \psi)\), respectively.

Recall from [26] that a **Hopf-von Neumann bimodule** over \((N, \hat{\mu})\) is a von Neumann algebra \(M\) acting on a Hilbert space \(L\) together with faithful, non-degenerate, commuting normal representations \(\gamma, \delta : N \rightarrow M\) and a non-degenerate, normal \(*\)-homomorphism \(\Delta_M : M \rightarrow M_{\delta \hat{\mu} \gamma} M\) such that \(\Delta_M \circ \gamma = \gamma \otimes \text{id}, \Delta_M \circ \delta = \text{id} \otimes \delta\) and \(\Delta_M \circ \hat{\delta} = \hat{\delta} \circ \Delta_M = (\text{id} \circ \Delta_M)\), where \(M_{\delta \hat{\mu} \gamma} M = (M_{\mu} \otimes M'_\mu)' \subseteq \mathcal{L}(L_{\delta \hat{\mu} \gamma} L)\), and \(\Delta_M \circ \text{id} = \text{id} \circ \Delta_M\) are suitably defined [16].

2.5.5. **Lemma.** The following relations hold:

\[
\begin{align*}
\alpha(N) \cup \beta(N) & \subseteq \nu(\alpha)^\nu \otimes \hat{\beta}(N)' \cap \hat{\alpha}(N)', \\
\hat{\beta}(N) \cup \alpha(N) & \subseteq \rho(\hat{\beta})'' \otimes \beta(N)' \cap \hat{\alpha}(N)' \cap \hat{\alpha}(N)'
\end{align*}
\]
and
\[
\pi_{\nu}(A)' = \{ S \in \beta(N)' \cap \alpha(N)' \mid (S_{\alpha} \otimes_{\beta} 1)W = W(S_{\beta} \otimes_{\alpha} 1) \},
\]
(39)
\[
\rho(\hat{A})' = \{ T \in \alpha(N)' \cap \hat{\beta}(N)' \mid (1_{\alpha} \otimes_{\beta} T)W = W(1_{\beta} \otimes_{\alpha} T) \}.
\]

Proof. The inclusions in (38) follow from Lemma 2.2.2, non-degeneracy of \( \pi_{\nu}(A) \) and \( \rho(\hat{A}) \) and equation (18). The equations (39) follow from (38) and Remark 2.4.3. \( \square \)

Using (38) and (39) and slightly abusing notation, we define faithful, normal, non-degenerate \(*\)-homomorphisms
\[
\Delta: \pi_{\nu}(A)^\text{r} \to \mathcal{L}(H_{\hat{\beta} \otimes_{\alpha} \hat{\mu}}), \quad x \mapsto W^* (\text{id} \otimes x)W,
\]
(40)
\[
\hat{\Delta}: \rho(\hat{A})^\text{r} \to \mathcal{L}(H_{\hat{\alpha} \otimes_{\beta} \hat{\mu}}), \quad y \mapsto \Sigma W(y \otimes \text{id})W^* \Sigma.
\]

2.5.6. Theorem. Let \( A = (A, \Delta, \epsilon, S, \mu, \phi, \psi) \) be a measured multiplier \((B, \Gamma)\)-Hopf \(*\)-algebroid such that \( \mu \) admits a GNS-representation via bounded operators \((K, \Lambda_{\mu}, \pi_{\mu})\) and the Radon-Nikodym cocycle of \( \mu \) has a positive square root in \( M(B) \). Let \( \hat{\mu} \) be the n.s.f. weight on \( N = \pi_{\mu}(B)^\text{r} \) associated to the Hilbert algebra \( \Lambda_{\mu}(B) \) and let \( \Lambda_{\nu}: A \to \mathcal{L}(H) \) be the GNS-map for \( \nu = \mu \circ \phi = \mu \circ \psi \). Define \( \pi_{\nu}: A \to \mathcal{L}(H), \rho: A \to \mathcal{L}(H) \) as in (36), \( \alpha, \beta, \hat{\beta}: N \to \mathcal{L}(H) \) as in (25) and \( \Delta, \hat{\Delta} \) as in (40), where \( W: H_{\beta \otimes_{\alpha} \hat{\mu}} \to H_{\alpha \otimes_{\beta} \hat{\mu}} \) is the left pseudo-multiplicative unitary of \( A \). Then \( (\pi_{\nu}(A)^\text{r}, \alpha, \beta, \Delta) \) and \( (\rho(\hat{A})^\text{r}, \hat{\beta}, \alpha, \hat{\Delta}) \) are Hopf-von Neumann bimodules over \((N, \hat{\mu})\).

Proof. The tuples \( (\pi_{\nu}(A)^\text{r}, \alpha, \beta, \Delta) \) and \( (\rho(\hat{A})^\text{r}, \hat{\beta}, \alpha, \hat{\Delta}) \) are the Hopf-von Neumann bimodules associated to the pseudo-multiplicative unitary \( W \). More precisely, the assertion follows from Proposition 10.3.10 and Theorem 10.3.11 in [23] and equation (39). \( \square \)

2.5.7. Definition. Let \( (A, \Delta, \epsilon, S, \mu, \phi, \psi) \), \( (\pi_{\nu}(A)^\text{r}, \alpha, \beta, \Delta) \) and \( (\rho(\hat{A})^\text{r}, \hat{\beta}, \alpha, \hat{\Delta}) \) be as in Theorem 2.5.6. Then we call \( (\pi_{\nu}(A)^\text{r}, \alpha, \beta, \Delta) \) the Hopf-von Neumann bimodule of \((A, \Delta, \epsilon, S, \mu, \phi, \psi)\) and \( (\rho(\hat{A})^\text{r}, \hat{\beta}, \alpha, \hat{\Delta}) \) the dual Hopf-von Neumann bimodule of \((A, \Delta, \epsilon, S, \mu, \phi, \psi)\).

Theorem 2.5.6 above can also be deduced from the following explicit formulas for \( \Delta \) and \( \hat{\Delta} \):

2.5.8. Lemma. For all \( a, c, x, y \in A \),
\[
\Delta(\pi_{\nu}(a)) (\Lambda_{\nu}(x) \otimes_{\hat{\mu}} \Lambda_{\nu}(y)) = \sum \Lambda_{\nu}(a_{(1)}x) \otimes_{\hat{\mu}} \Lambda_{\nu}(D_{\hat{\beta}}(a_{(2)})y),
\]
\[
\hat{\Delta}(\rho(\hat{c}))(\Lambda_{\nu}(x) \otimes_{\hat{\mu}} \Lambda_{\nu}(y)) = \sum \Lambda_{\nu}(x_{(2)}r(\psi(S(c)x_{(1)}y_{(1)}))) \otimes_{\hat{\mu}} \Lambda_{\nu}(y_{(2)}),
\]
Proof. We calculate
\[
\Delta(\pi_\nu(a)) \sum_{\mu} \Lambda_\nu(y(1)x) \otimes \Lambda_\nu(D_2^{1/2}(y(2))) = W^*(\text{id} \otimes \pi_\nu(a))W^*(\Lambda_\nu(x) \otimes \Lambda_\nu(y)) \\
= W^*(\Lambda_\nu(x) \otimes \Lambda_\nu(a y)) \\
= \sum_{\mu} \Lambda_\nu(a(1)_\mu y(1)x) \otimes \Lambda_\nu(D_2^{1/2}(a(2)_\mu y(2))),
\]

\[
W^*\Delta(\rho(\hat{c}))(\Lambda_\nu(x) \otimes \Lambda_\nu(y)) = (\rho(\hat{c}) \otimes \text{id})W^*(\Lambda_\nu(x) \otimes \Lambda_\nu(y)) \\
= \sum_{\mu} \rho(\hat{c})\Lambda_\nu(y(1)x) \otimes \Lambda_\nu(D_2^{1/2}(y(2))) \\
= \sum_{\mu} \Lambda_\nu(y(2)x_\mu) r(\psi(S(c)y(1)x_\mu))) \otimes \Lambda_\nu(D_2^{1/2}(y(3))) \\
= W^* \sum_{\mu} \Lambda_\nu(x_\mu) r(\psi(S(c)y(1)x_\mu))) \otimes \Lambda_\nu(y(2)).
\]

2.5.9. Remark. Under the identification (30), for all homogeneous \(a, x, y \in A\) and \(\zeta \in K\)
\[
\Delta(\pi_\nu(a))(\Lambda_\nu(x) \otimes \zeta \otimes \Lambda_\nu(y)) = \sum_{\mu} \Lambda_\nu(a(1)_\mu x) \otimes U_{b_{\mu}(1)} \zeta \otimes \Lambda_\nu(a(2)_\mu y),
\]
where \(a(1)_\mu\) is assumed to be homogeneous without loss of generality.

2.6. The Hopf \(C^*\)-bimodules. The fundamental unitary \(W\) is regular \(C^*\)-pseudo-multiplicative units in the sense of [24], and therefore yields Hopf \(C^*\)-bimodules which are completions of \(A\) and \(\hat{A}\). To prove this, we again need some preliminaries concerning the relative tensor product in the setting of \(C^*\)-algebras; for details, see [22] and [24]. The construction is parallel to the von Neumann-algebraic setting and differs mainly in notation.

As before, let \(b = (K, [\pi_\mu(B)],[\pi_\mu(B)])\). The relative tensor product \(H_{E_\psi^b \otimes E_\phi^b}^l H\) of the \(C^*\)-b-modules \((H, E_\psi^b)\) and \((H, E_\phi^b)\) is the separated completion of the algebraic tensor product \(E_\psi^l \otimes K \otimes E_\phi^l\) with respect to the sesquilinear form given by
\[
\langle \xi \otimes \zeta \otimes \eta \mid \xi' \otimes \zeta' \otimes \eta' \rangle = \langle \zeta | (\xi^* \xi')(\eta^* \eta') \zeta' \rangle.
\]
It can be regarded as a twofold internal tensor product of Hilbert \(C^*\)-modules and identified with certain separated completions \(E_\psi^l \otimes_\alpha H\) and \(H_{\beta} \otimes E_\phi^l\) of the algebraic tensor products \(E_\psi^l \otimes H\) and \(H \otimes E_\phi^l\), respectively, such that
\[
E_\psi^l \otimes_\alpha H \cong H_{E_\psi^b \otimes E_\phi^b}^l H \cong H_{\beta} \otimes E_\phi^l, \quad \xi \otimes \eta \zeta = \xi \otimes \zeta \otimes \eta = \zeta \otimes \eta.
\]
Comparing the sesquilinear forms (28) with (41) and using (27), one finds that there exists an isomorphism
\[
H_{\beta} \otimes_\mu H \cong H_{E_\psi^b \otimes E_\phi^b}^l H, \quad \Lambda_\nu(x) \otimes \zeta \otimes \Lambda_\nu(y) = \Lambda_\nu^l(x) \otimes \zeta \otimes \Lambda_\nu^l(y).
\]
For each \(\xi \in E_\psi^l\) and \(\eta \in E_\phi^l\), there exist bounded linear operators
\[
|\xi\rangle_1 : H \rightarrow H_{E_\psi^b \otimes E_\phi^b}^l H, \quad \eta' \mapsto \xi \otimes \eta', \quad |\eta\rangle_2 : H \rightarrow H_{E_\psi^b \otimes E_\phi^b}^l H, \quad \xi' \mapsto \xi' \otimes \eta.
\]
We denote their adjoints by $\langle \xi \rangle_1$ and $\langle \eta \rangle_2$, respectively, and write $|E^\dagger_{\psi}\rangle_1 = \{|\xi\rangle_1 : \xi \in E^\dagger_{\psi}\}$, $|E^\dagger_{\phi}\rangle_2 = \{|\eta\rangle_2 : \eta \in E^\dagger_{\phi}\}$ et cetera. Comparing with (34), we see that under the identification (43), $\lambda_{\alpha,\beta}^\gamma(x) \equiv |A_{\xi}^\dagger(x)\rangle_1$ and $\rho_{\alpha,\beta}^\gamma(y) \equiv |A_{\eta}^\dagger(y)\rangle_2$ for all $x, y \in A$.

Replacing $E^\dagger_{\xi}$ and $E^\dagger_{\phi}$ by $E^\dagger_{\phi}$ and $E_{\phi}$, respectively, one similarly defines the relative tensor product $H_{E^\dagger_{\phi} \otimes E_{\phi}} H$ with a canonical isomorphism $H_{E^\dagger_{\phi} \otimes E_{\phi}} H \cong H_{b,\mu,\beta} H$ and operators $|\xi\rangle_1, |\eta\rangle_2 : H \to H_{E^\dagger_{\phi} \otimes E_{\phi}} H$ for all $\xi \in E^\dagger_{\phi}$ and $\eta \in E_{\phi}$.

Thus, $W$ can be regarded as a unitary $H_{E^\dagger_{\phi} \otimes E_{\phi}} H \to H_{E^\dagger_{\phi} \otimes E_{\phi}} H$.

2.6.1. **Lemma.** For all $x, x', y, y' \in A$ and $\gamma \in \{\alpha, \beta, \tilde{\beta}\}$, $\gamma' \in \{\alpha, \tilde{\alpha}, \beta\}$, $\Lambda_{\nu}(x) \otimes \Lambda_{\nu}(y) \in D((H_{\beta} \otimes_{\mu} H_{\beta})_{\mu,\tilde{\mu}})$,

\[
\begin{align*}
\gamma^\gamma_{\mu,\tilde{\mu}} R_{\Lambda_{\nu}(x) \otimes \Lambda_{\nu}(y)} &= \lambda_{\alpha,\beta}^\gamma R_{\Lambda_{\nu}}^\gamma_{\mu,\tilde{\mu}} = |A_{\xi}^\dagger(x)\rangle_1 R_{\Lambda_{\nu}}^\gamma_{\mu,\tilde{\mu}}, \\
\gamma'^{\gamma'}_{\tilde{\mu},\mu} R_{\Lambda_{\nu}(x') \otimes \Lambda_{\nu}(y')} &= \rho_{\alpha,\beta}^{\gamma'} R_{\Lambda_{\nu}(x')}^{\gamma'}_{\tilde{\mu},\mu} = |A_{\phi}^\dagger(y')\rangle_2 R_{\Lambda_{\nu}(x')}^{\gamma'}_{\tilde{\mu},\mu}.
\end{align*}
\]

2.6.2. **Proposition.** The following equations for subspaces of $\mathcal{L}(H, H_{E^\dagger_{\phi} \otimes E_{\phi}} H)$ hold:

\[
W[[E^\dagger_{\phi}]_1 E_{\phi}] = [E_{\phi}, E_{\phi}] = [E_{\phi}, E_{\phi}].
\]

**Proof.** We only prove the first equation; the others follow similarly:

\[
W[[E^\dagger_{\phi}]_1 E_{\phi}] = \{WR_{\omega}^\mu : \omega \in \Lambda_{\nu}(A) \otimes \Lambda_{\nu}(A)\} \quad \text{(Lemma 2.6.1 and (2.2.3))}
\]

\[
\begin{align*}
&= \{R_{\omega}^\mu : \omega \in \Lambda_{\nu}(A) \otimes \Lambda_{\nu}(A)\} \quad \text{(Lemma 2.5.1)} \\
&= \{R_{\omega}^\mu : \omega' \in \Lambda_{\nu}(A) \otimes \Lambda_{\nu}(A)\} \quad \text{(Definition of $W$)} \\
&= \{[E_{\phi}]_2 E^\dagger_{\phi}\} \quad \text{(Lemma 2.6.1 and 2.2.3)} \quad \square
\]

2.6.3. **Theorem.** Let $\mathcal{A} = (\mathcal{A}, \Delta, \epsilon, S, \mu, \phi, \psi)$ be a measured multiplier $(B, \Gamma)$-Hopf algebra such that $\mu$ admits a GNS-representation via bounded operators $(K, \Lambda_{\mu}, \pi_{\mu})$ and the Radon-Nikodym cocycle of $\mu$ has a positive square root in $M(B)$. Let $b = (K, [\pi_{\mu}(B)], [\pi_{\beta}(B)]]$, let $\Lambda_{\nu} : \mathcal{A} \to \mathcal{L}(H)$ be the GNS-map of $\nu = \mu \circ \phi = \mu \circ \psi$ and define $E_{\phi}, E^\dagger_{\phi}, \psi, E^\dagger_{\phi} \subseteq \mathcal{L}(K, H)$ as in (24). Then the left and the right pseudo-multiplicative unitary $W$ and $V$ of $\mathcal{A}$, regarded as operators $H_{E^\dagger_{\phi} \otimes E_{\phi}} H \to H_{E^\dagger_{\phi} \otimes E_{\phi}} H$ and $H_{E_{\phi} \otimes E^\dagger_{\phi}} H \to H_{E^\dagger_{\phi} \otimes E_{\phi}} H$ as above, are $C^\ast$-pseudo-multiplicative unitaries in the sense of [24].
Proof. The assertion on $W$ is Proposition 2.6.2 and Lemma 2.5.2. For $V$, the proof is similar.

2.6.4. Proposition. $W$ and $V$ are regular in the sense that $[\langle E^1_{\psi}\rangle_1 W | E^1_{\phi}\rangle_2] = [E^1_{\phi}(E^1_{\phi})^*] \subseteq \mathcal{L}(H)$ and $[\langle E^1_{\phi}\rangle_1 V | E^1_{\psi}\rangle_2] = [E^1_{\psi}(E^1_{\psi})^*] \subseteq \mathcal{L}(H)$.

Proof. Let $x, x', y \in A$. Then $\Lambda_\phi(y)\Lambda_\phi(x)^*$ $\Lambda_\phi(y') = \Lambda_\phi(r(\phi(y'\theta(x^*))y)$ by Lemma 2.2.1 and

$$\langle \Lambda_\phi(y) | 2W | \Lambda_\phi(x) \rangle_1 \Lambda_\phi(y') = \rho_{\Lambda_\phi(y)}(\Lambda_\phi(x) \otimes \Lambda_\phi(y')) = \sum_1 \beta_\phi\chi_\phi(y) | \Lambda_\phi(D_{2\tilde{y}}(y_{(2)})) \chi_\phi(y_{(1)}x)$$

(Eq. (27))

Since the maps $\theta, D^{-\frac{1}{2}}, S$ and $T_3$ are bijections, we can conclude

$$\{\langle \Lambda_\phi(y) | 2W | \Lambda_\phi(x) \rangle_1 : x, y \in A\} = \{\langle \Lambda_\phi(y) | 2W | \Lambda_\phi(x) \rangle_1 : x, y \in A\}.$$
Finally, by Lemma 2.4.1, $[E^1_\phi | W | E^1_\psi \rangle_1] = [\rho(\hat{A})]$ and $[E^2_\phi | W | E^2_\psi \rangle_2] = [\lambda(\hat{A})]$. 

2.7. The measured quantum groupoid. To obtain a measured quantum groupoid, we finally extend $\nu, \phi, \psi$ to normal, semi-finite, faithful weights on the level of von Neumann algebras. We impose the following simplifying assumptions:

(A3) the bimodule $r A_i$ is proper in the sense that $r(B)s(B) \subseteq A$.
(A4) There exists a net $(u_i)_i$ in $B$ that is truncating for $\mu$ in the sense that $(\pi_\mu(u_i))_i$ is a net of positive elements in the unit ball of $\pi_\mu(B)$ that converges in $M([\pi_\mu(B)])$ strictly to 1 and such that $(\pi_\mu(u^2_i))_i$ is increasing.

Note that a net $(u_i)_i$ as in (A4) exists always if we drop the condition that $(\pi_\mu(u^2_i))_i$ should be increasing.

Let us also note that in the bi-measured case where $\phi, \psi$ and $\nu$ arise from a bi-integral $h$ on $(A, \Delta)$, the extensions of $\phi, \psi, \nu$ and the invariance of these extensions can be proved quite easily, see Remark 2.7.5 and 2.7.10.

For the extension of $\nu$, we do not need the assumptions (A3) and (A4), but use the modular automorphism $\theta$ for $\nu$ obtained in Theorem 1.6.5, the theory of Hilbert algebras [20], and results of Kustermans and van Daele [11].

2.7.1. Lemma. $\Lambda_\nu(A) \subseteq H$ is a Hilbert algebra with respect to the $*$-algebra structure inherited from $A$.

Proof. The multiplication $\Lambda_\nu(y) \mapsto \Lambda_\nu(xy)$ is bounded for each $x \in A$ by Theorem 2.4.2, and the involution $\Lambda_\nu(x) \mapsto \Lambda_\nu(x^*)$ is pre-closed because

$$\langle \Lambda_\nu(x)|\Lambda_\nu(y^*) \rangle = \nu(x^* y^*) = \nu(y^* \theta(x^*)) = \langle \Lambda_\nu(y)|\Lambda_\nu(\theta(x^*)) \rangle$$

for all $x, y \in A$. 

The general theory of Hilbert algebras [20] now yields

- $M = \pi_\nu(A)^\nu \subseteq \mathcal{L}(H)$ as the associated von Neumann algebra,
- a n.s.f. weight $\tilde{\nu}$ on $M$ such that $\tilde{\nu}(\pi_\nu(a^* a)) = \langle \Lambda_\nu(a)|\Lambda_\nu(a) \rangle = \nu(a^* a)$ for all $a \in A$,
- a left ideal $\mathcal{R}_\nu := \{x \in M : \tilde{\nu}(x^* x) < \infty\} \subseteq M$ of square-integrable elements,
- a closed map $\Lambda_\nu : \mathcal{R}_\nu \to H$ such that $(H, \Lambda_\nu, \text{id}_M)$ is a GNS-representation for $\tilde{\nu}$; this is the closure of the map $\pi_\nu(A) \to H$ given by $\pi_\nu(a) \to \Lambda_\nu(a)$;
- the usual objects $J_\nu, \Delta_\nu, \sigma_\nu^\nu, \sigma_\nu^{\nu
\nu}$, $\tilde{T}_\nu, \ldots$ of Tomita-Takesaki theory.

The modular automorphism $\theta$ is related to the modular automorphism group $\sigma^\nu$ as follows:

2.7.2. Proposition. $\pi_\nu(A) \subseteq T_\nu$ and $\sigma_\nu^{\nu\nu}(\pi_\nu(a)) = \pi_\nu(\theta^{-n}(a))$ for all $a \in A, n \in \mathbb{Z}$.

Proof. Use the arguments in [12, §3], in particular from Lemma 3.16 till Proposition 3.22.

Let $A^\theta := \{a \in A : \theta(a) = a\} \subseteq A$. Note that this space is a $*$-subalgebra and, by (A3), contains $r(B)s(B)$.

2.7.3. Lemma. i) $\sigma^\nu$ acts trivially on $\pi_\nu(A^\theta)^\nu$, in particular on $\alpha(N)$ and $\beta(N)$.
ii) $J_\nu \alpha(x)^* J_\nu = \tilde{\beta}(x)$ and $J_\nu \beta(x)^* J_\nu = \tilde{\alpha}(x)$ for all $x \in N$. 
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Proof. i) The first assertion follows from the fact that $\sigma^\nu_t(x) = \Delta^\nu_t x \Delta^{-1}_\varphi$ and $\Delta^{-1}_\varphi x \Delta^\nu_t = x$ for each $x \in \pi_\varphi(A^0)$ by Proposition 2.7.2, and the second assertion follows from the fact that $\sigma^\nu_t$ is normal for all $t \in \mathbb{R}$ and acts trivially on $\pi_\varphi(r(B)s(B))$.

ii) Combine i) and Lemma 2.2.2. □

2.7.4. Proposition. There exist unique n.s.f. weights $T_L$ from $M$ to $\alpha(N)$ and $T_R$ from $M$ to $\beta(N)$ such that $\tilde{\mu} \circ \alpha^{-1} \circ T_L = \tilde{\nu} = \tilde{\mu} \circ \beta^{-1} \circ T_R$. Proof. This follows from Lemma 2.7.3 i) and [18, 10.1] or [20, IX Theorem 4.18]. □

We thus extend $\phi := \alpha^{-1} \circ T_L$ and $\psi := \beta^{-1} \circ T_R$ of $\phi$ and $\psi$.

2.7.5. Remark. Assume that $\phi = (\text{id} \otimes \mu) \circ h$ and $\psi = (\mu \otimes \text{id}) \circ h$ for a normalized bi-integral $h$ on $(A, \Delta)$. Then the map $\Lambda_\mu(B) \otimes \Lambda_\mu(B) \to \Lambda_\mu(A)$ given by $\Lambda_\mu(b) \otimes \Lambda_\mu(b') \to \Lambda_\mu(r(b)s(b'))$ extends to an isometry $\iota: K \otimes K \to H$, and a short calculation shows that $\iota^* \pi_{\mu}(a) \iota = (\pi_{\mu} \otimes \pi_{\mu})(h(a))$ for all $a \in A$. We therefore get a positive, normal, linear extension $\tilde{h}: M \to N, x \mapsto \iota^* x \iota$, of $h$, and thereby the desired extensions $\tilde{\phi} = (\text{id} \otimes \tilde{\mu}) \circ \tilde{h}$, $\tilde{\psi} = (\tilde{\mu} \otimes \text{id}) \circ \tilde{h}$. $\tilde{\phi}$ and $\tilde{\psi}$ are bounded, normal, $\alpha$-compatibility follows from $\tilde{\phi}(a \tilde{\psi}(b)) = \tilde{\phi}(\tilde{\psi}(b) a)$ for all $a \in A$ and $\mu = (\text{id} \otimes \tilde{\mu}) \circ \tilde{h}$.

Recall that an element $\xi \in H$ is right-bounded with respect to the Hilbert algebra $\Lambda_\mu(A)$ if there exists an operator $R_\xi \in \mathcal{L}(H)$ such that $\pi_\mu(a) \xi = R_\xi \Lambda_\mu(a)$ for all $a \in A$. Note that then $R_\xi \in M'$.  

2.7.6. Lemma. i) If $x \in A^0$, then $\Lambda_\mu(x) \in H$ is right-bounded, $R_{\Lambda_\mu(x)} = J_\mu \pi_\nu(x)^* J_\nu$ and $|R_{\Lambda_\mu(x)}| = |\pi_\nu(x)|$.

ii) If $x \in A^0 \cap (r(B)' \cup A)$, then $\pi_\mu(a) \Lambda_\mu(x) = R_{\Lambda_\mu(x)} \Lambda_\mu(a)$ for all $a \in A$.

iii) If $a \in A$ and $\xi \in K$ is right-bounded with respect to $\Lambda_\mu(B)$, then $\Lambda_\mu(a) \lambda = \hat{\beta}(R_\xi) \Lambda_\mu(a)$. Proof. i) For all $x \in A^0, a \in A$, we have $\pi_\mu(a) \Lambda_\mu(x) = \Lambda_\mu(ax) = J_\mu \pi_\nu(x)^* J_\nu \Lambda_\mu(a)$.

ii) For all $x \in A^0 \cap (r(B)' \cup A)$, $a \in A, b \in B$,

$\pi_\mu(a) \Lambda_\mu(x) \Lambda_\mu(b) = \Lambda_\mu(axr(b)) = \Lambda_\mu(ar(b)x)

= \pi_\mu(ar(b)) \Lambda_\mu(x) = R_{\Lambda_\mu(x)} \Lambda_\mu(ar(b)) = R_{\Lambda_\mu(x)} \Lambda_\mu(a) \Lambda_\mu(b)$.  

iii) If $a \in A$ and $\xi = \Lambda_\mu(b)$ for some $b \in B$, then $R_\xi = \pi_\mu(b)$ and $\Lambda_\mu(a) \lambda = \Lambda_\mu(ar) = \hat{\beta}(\pi_\mu(b)) \Lambda_\mu(a)$. Now, the assertion follows for all right-bounded $\xi$ because $\Lambda_\mu(B)$ is a core for $\Lambda_\mu$ and the right-bounded elements coincide with $\Lambda_\mu(R_\xi)$. □

To prove Theorem 2.7.9, we construct increasing approximations of the weights $\tilde{\mu}, \tilde{\nu}, \tilde{\phi}, \tilde{\psi}$ by bounded positive maps, using an approximate unit $(u_i)$ in $B$ with the properties assumed in (A4). Let $u_{i,j} := r(u_i)s(u_j) \in A$, and define for all $i, j$ bounded, normal, positive, linear maps

$\mu_i: N \to \mathbb{C}, x \mapsto \langle \Lambda_\mu(u_i)|x\Lambda_\mu(u_i)\rangle, \quad \nu_{i,j}: M \to \mathbb{C}, x \mapsto \langle \Lambda_\mu(u_{i,j})|x\Lambda_\mu(u_{i,j})\rangle, \quad 

\phi_{i,j}: M \to N, x \mapsto \Lambda_\phi(u_{i,j})^* x \Lambda_\phi(u_{i,j}), \quad \psi_{i,j}: M \to N, x \mapsto \Lambda_\psi(u_{i,j})^* x \Lambda_\psi(u_{i,j}).$

Given a net $(\lambda_\kappa)_{\kappa}$ of real numbers, we write $(\lambda_\kappa)_{\kappa} \nearrow \lambda$ if it is increasing and converges to $\lambda$. Likewise, given a von Neumann algebra $C$ with a net $(\omega_\kappa)_{\kappa}$ in $C^*_\psi$ and a n.s.f. weight $\omega$, we write $(\omega_\kappa)_{\kappa} \nearrow \omega$ if $\omega_\kappa(x^* x) \nearrow \omega(x^* x)$ for all $x \in C$.  

□
2.7.7. Proposition. i) (µi) i \;/\; and (νij)i,j \;/\; \tilde{\nu};

ii) (ν \circ \phi ij \;/\; \circ v \circ \phi and (ν \circ \psi ij)i,j \;/\; \circ v \circ \psi for all v \in N^+_a.

Proof. i) We only prove the assertion concerning \tilde{\nu}. Let ξij := \Lambda ν(uij) and Ri,j := Rξi,j := Jνπν(uj,)Jν for all i, j.

The net (νij)i,j in M^+_a is increasing because (R^+_i,jR^+_i,j)i,j is increasing by assumption on (ui), νij(\pi (a^*a)) = |RI,j\Lambda ν(a)|^2 for all a ∈ A and \pi ν(A) ⊆ M is weakly dense.

Call ξ ∈ H right-contractive if ξ is right-bounded and |Rξ| ≤ 1. Let x ∈ M. Then

\tilde{\nu}(x^*x) = \sup \{|x\xi|^2 | \xi \in H is \; right-contractive\}.

Each ξij is right-contractive by Lemma 2.7.6 and hence νij(x^*x) = |x\Lambda ν(uij)|^2 ≤ \tilde{\nu}(x^*x) for all i, j. Conversely, for each right-contractive \xi ∈ H,

|x\xi|^2 = \lim_i,j |x\pi ν(uij)\xi|^2 = \lim_i,j |xRξ\Lambda ν(uij)|^2 ≤ \lim_i,j |x\Lambda ν(uij)|^2 = \lim_i,j νij(x^*x)

because Rξ ∈ M^' and R^+_ξRξ ≤ 1. Therefore, \tilde{\nu}(x^*x) ≤ \lim_i,j νij(x^*x).

ii) We only prove the assertion concerning \tilde{\phi}. A similar argument as above and Lemma 2.7.6 show that for each v \in N^+_a, the net (v \circ \phi ij)i,j is increasing. Taking pointwise limits, we obtain a normal semi-finite weight \omega from M to N such that for each y \in M, the element \omega(y^*y) in the extended positive part \hat{N}a is defined by \nu(\omega(y)) = \lim_i,j ν ij \nu(\phi ij(y^*y)) for all v \in N^+_a. Then for all y \in M,

\tilde{\mu}(\omega(y^*y)) \downarrow \vert y\Lambda \phi(u_{ij})\Lambda \mu(u_k)\vert^2 = \vert y\beta (\pi \mu(u_k))\xi_{ij}\vert^2

k→\infty \rightarrow \vert y\xi_{ij}\vert^2 = \nu ij(y^*y) \;/\; \tilde{\nu}(y^*y)

and hence \tilde{\mu} ◦ \omega = \tilde{\nu}. By [20, Theorem 4.18], \omega = \tilde{\phi}.

2.7.8. Lemma. W^* \rho^\alpha (r(b)s(y)) c \beta (\pi \mu(b)) = \rho^\beta (r(b)s(y)) c \alpha (\pi \mu(b)) for all b, b', b'' ∈ B.

Proof. Applying both sides to \Lambda ν(a), where a ∈ A is arbitrary, we obtain W^* (\Lambda ν(s(b'))a) \otimes \Lambda ν(r(b')) and \Lambda ν(r(b)) \otimes \Lambda ν(r(b')s(b')), respectively, which coincide.

As usual, let \mathfrak{N}TL := \{x ∈ M : TL(x^*x) ∈ N\} and similarly define \mathfrak{N}TR.

2.7.9. Theorem. Let A = (A, Δ, e, S, µ, φ, ψ) be a measured multiplier (B, Γ)-Hopf *-algebroid satisfying the following conditions:

(A1) µ admits a GNS-representation via bounded operators (K, \Lambda µ, π µ);
(A2) the Radon-Nikodym cocycle of µ has a positive square root in M(B);
(A3) the bimodule, A is proper,
(A4) there exists a truncating net for µ.

Let \tilde{\mu} be the weight on N = \pi \mu(B)^n associated to the Hilbert algebra \Lambda \mu(B), let \Lambda ν : A → L(H) be the GNS-map for ν = µ ◦ φ = µ ◦ ψ, let (\pi ν(A))^n, c, c, c, c be the Hopf-von Neumann bimodule of A (Definition 2.5.7), let \tilde{\nu} be the weight on M = \pi ν(A)^n associated to the Hilbert algebra \Lambda ν(A), and let TL and TR be the n.s.f. weights from M to \alpha (N) and \beta (N) given by \tilde{\mu} ◦ c^{-1} ◦ TL = \tilde{\nu} = \tilde{\mu} ◦ c^{-1} ◦ TR (see Proposition 2.7.4).
Then \((N, \tilde{\mu}, M, \alpha, \beta, \Delta, T_L, T_R, \tilde{v})\) is a measured quantum groupoid in the sense of [2]. In particular, \(T_L\) and \(T_R\) are left- and right-invariant with respect to \(\Delta\) in the sense that
\[
T_L((\lambda^\beta_\xi)^* x x) = \alpha((R^\beta_\xi \tilde{\mu} T_L(x^* x) R_{\tilde{\mu}}^\beta_\xi) \text{ for all } x \in \mathcal{H}_L, \xi \in D(H_\beta, \tilde{\mu}),
\]
\[
T_R((\rho^\beta_\eta)^* x x) = \beta((R_{\tilde{\mu}}^\eta \tilde{\mu} T_R(x^* x) R_{\tilde{\mu}}^\eta) \text{ for all } x \in \mathcal{H}_R, \eta \in D(H_\alpha, \tilde{\mu}).
\]

**Proof.** We use the same notation as before. To prove the assertion concerning \(\tilde{\psi}\) and \(T_L\), we show that
\[
\langle \xi | \tilde{\psi}((\lambda_\xi^\beta)^* \Delta(x^* x) \lambda_\xi^\beta) \xi \rangle = |\alpha(\tilde{\phi}(x^* x))|^{\frac{1}{2}} |R_{\tilde{\mu}}^\beta_\xi \xi|^2
\]
for all \(x \in \mathcal{H}_L, \xi \in D(H_\beta, \tilde{\mu})\) and \(\xi \in K\). Given such \(x, \xi, \zeta\), let \(\zeta_k := \alpha(\pi_\mu(\tilde{u}_k))\xi\) and
\[
c_{i,j,k} := \langle \zeta | \phi_{i,j}((\lambda_\xi^\beta)^* \Delta(x^* x) \lambda_\xi^\beta) \xi \rangle \text{ for all } i, j, k.
\]
Then \(R_{\tilde{\mu}}^\beta_\xi = \alpha(\pi_\mu(\tilde{u}_k)) R_{\tilde{\mu}}^\beta_\xi, \lambda_\xi^\beta = \alpha(\pi_\mu(\tilde{u}_k)) \otimes \text{id} \lambda_\xi^\beta,\) and by Proposition 2.7.7,
\[
c_{i,j,k} k = \langle \xi | \phi_{i,j}((\lambda_\xi^\beta)^* \Delta(x^* x) \lambda_\xi^\beta) \xi \rangle \text{ for all } i, j, k.
\]
On the other hand, using the relation \(\Lambda_{\phi}(u_{i,j}) = \Lambda_{\phi}(u_{i,j})\), we find
\[
c_{i,j,k} = |(1 \otimes x) W^{\beta_\xi}_\mu \Lambda_{\phi}(u_{i,j})| \xi|^2 \text{ (Definition of } \Delta_W \text{ and } \phi_{i,j})
\]
\[
= |(1 \otimes x) W^{\beta_\xi}_\mu \Lambda_{\phi}(u_{i,j})| \alpha(\pi_\mu(\tilde{u}_k)) R_{\tilde{\mu}}^\beta_\xi \xi|^2 \text{ (Definition of } H_{\beta} \otimes H_{\alpha})
\]
\[
= |(1 \otimes x) \rho^{\beta_\xi}_\Lambda(u_{i,j}) \beta(\pi_\mu(u_{i})) R_{\tilde{\mu}}^\beta_\xi \xi|^2 \text{ (Lemma 2.7.8)}.
\]
\[
\lambda_{\phi_{i,j}}(x^* x) \langle \tilde{\psi}(x^* x) \rangle \text{ for all } i, j, k.
\]
Thus, (44) follows. The assertion concerning \(\tilde{\psi}\) and \(T_R\) can be proven similarly, where \(W\) has to be replaced by the unitary \(V\). \(\square\)

### 2.7.10. Remark.
Assume that \(\phi = (\text{id} \otimes \mu) \circ h\) for a normalized bi-integral \(h\) on \((A, \Delta)\). Then for each \(b \in B, \) the map \(\Lambda_{\mu}(B) \to \Lambda_{\rho}(A)\) given by \(\Lambda_{\rho}(c) \mapsto \Lambda_{\rho}(s(b)r(c))\) is bounded with norm less than or equal to \(\mu(b^* b)^{\frac{1}{2}}\), and therefore extends to an operator \(\Lambda_{\rho}(s(b)) \in \mathcal{L}(K, H)\). One can then approximate \(\tilde{\phi}\) monotonously by the maps \(\phi_i : M \to N, \ x \mapsto \Lambda_{\phi}(s(u_i))^\ast x \Lambda_{\phi}(s(u_i))\), and a similar calculation as in Lemma 2.7.8 shows that each \(\phi_i\) is right-invariant.

Associated to the measured quantum groupoid \((N, \tilde{\mu}, M, \alpha, \beta, \Delta, T_L, T_R, \tilde{v})\) are two fundamental unitaries \(U^\prime_L : H_{\tilde{\mu}} \otimes \beta H \to H_{\beta} \otimes _\mu H\) and \(U^\prime_R : H_{\alpha} \otimes \beta H \to H_{\beta} \otimes _\mu H\), characterized by
\[
(\lambda_{i,j}^\beta)^* U^\prime_L (v \otimes \Lambda_{\rho}(a)) = \Lambda_{\rho}(\omega_{v,v} \otimes \text{id})(\Delta(a)) \text{ for } v, w \in D(H_\beta, \tilde{\mu}), a \in \mathcal{H}_L \cap \mathcal{H}_R,
\]
\[
(\rho_{i,j}^\beta)^* U^\prime_R (\Lambda_{\rho}(a') \otimes a') = \Lambda_{\rho}(\text{id} \otimes \omega_{a',a'})(\Delta(a')) \text{ for } a', w' \in D(H_\alpha, \tilde{\mu}), a' \in \mathcal{H}_L \cap \mathcal{H}_R;
see [13, Proposition 3.17].

2.7.11. Proposition. $W^* = U_H$ and $V = U'_H$.

Proof. Let $x, y, y', z \in A$ and choose $v_i, w_i \in A$ such that $\sum \tilde{D}^2_{ij}(y_{(1)})x_i^j \otimes y_{(2)} = \sum v_i^j \otimes w_i$ in $sA \otimes rA$. Then

$$(\omega_{\Lambda_\nu(x), \Lambda_\nu(x')} \ast \text{id})(W^*) \Lambda_\nu(y) = \sum_i (\lambda_{\Lambda_\nu(x)}^{\beta, \alpha})^\#(\Lambda_\nu(v_i^j) \otimes \Lambda_\nu(w_i))$$

$$= \sum_i \Lambda_\nu(r(\psi(v_i^j \theta(x^*)))) w_i),$$

$$(\omega_{\Lambda_\nu(x), \Lambda_\nu(x')} \ast \text{id})(\Delta(y)) \Lambda_\nu(z) = \sum_i (\lambda_{\Lambda_\nu(x)}^{\beta, \alpha})^\#(\Lambda_\nu(v_i^j) \otimes \Lambda_\nu(w_i z))$$

$$= \sum_i \pi_\nu(r(\psi(v_i^j \theta(x^*)))) \Lambda_\nu(w_i z),$$

and hence $$(\omega_{\Lambda_\nu(x), \Lambda_\nu(x')} \ast \text{id})(W^*) \Lambda_\nu(y) = \Lambda_\nu((\omega_{\Lambda_\nu(x), \Lambda_\nu(x')} \ast \text{id})(\Delta(y))).$$ Likewise, with $v_i^j, w_i^j \in A$ such that $\sum \tilde{D}^2_{ij}(x_{(1)}) \otimes x_{(2)} y' = \sum v_i^j \otimes w_i^j \in sA \otimes rA$, we find

$$(\text{id} \ast \omega_{\Lambda_\nu(y), \Lambda_\nu(y')})(V) \Lambda_\nu(x) = \sum_i (\rho_{\Lambda_\nu(y)}^{\beta, \alpha})^\#(\Lambda_\nu(v_i^j) \otimes \Lambda_\nu(w_i^j))$$

$$= \sum_i \Lambda_\nu(s(\phi(w_i^j \theta(y^*)))) v_i^j),$$

$$(\text{id} \ast \omega_{\Lambda_\nu(y), \Lambda_\nu(y)})(\Delta(\pi_\nu(x))) \Lambda_\nu(z) = \sum_i (\rho_{\Lambda_\nu(y)}^{\beta, \alpha})^\#(\Lambda_\nu(v_i^j z) \otimes \Lambda_\nu(w_i^j))$$

$$= \sum_i \pi_\nu(s(w_i^j \theta(y^*))) \Lambda_\nu(v_i^j z)$$

and hence $$(\text{id} \ast \omega_{\Lambda_\nu(y), \Lambda_\nu(y')})(V) \Lambda_\nu(x) = \Lambda_\nu((\text{id} \ast \omega_{\Lambda_\nu(y'), \Lambda_\nu(y)})(\Delta(\pi_\nu(x)))).$$ \hfill \Box

The adapted measured quantum groupoid $(N, \tilde{\mu}, M, \alpha, \beta, \Delta, T_L, T_R, \tilde{\nu})$ has an antipode $\tilde{S}$ which is characterized by the following properties:

i) span$\{ (\text{id} \ast \omega_{w,v} \ast \text{id})(V) : w, v \in T_{\tilde{\nu}, T_R} \}$ is a core for $\tilde{S}$,

ii) $\tilde{S}(\omega_{w,v} \ast \text{id})(V) = (\omega_{w,v} \ast \text{id})(V^*)$ for all $w, v \in T_{\tilde{\nu}, T_R}$,

where $T_{\tilde{\nu}, T_R}$ is the set of all $x \in M$ that are analytic with respect to $\sigma^\tilde{\nu}$ and satisfy $\sigma^\tilde{\nu}_z \in \mathbb{M}_{\tilde{\nu}} \cap \mathbb{M}_{\tilde{\nu}}^* \cap \mathbb{N}_{T_R} \cap \mathbb{N}_{T_R}^*$ for all $z \in \mathbb{C}$. Likewise, one defines $T_{\tilde{\nu}, T_L}$.

2.7.12. Lemma. $\pi_\nu(A) \subseteq T_{\tilde{\nu}, T_R} \cap T_{\tilde{\nu}, T_L}$.

Proof. Recall that $\pi_\nu(A) \subseteq T_{\tilde{\nu}}$ by Proposition 2.7.2. Using Lemma 2.7.3 i), we find

$$(\sigma^\tilde{\nu}_z(\pi_\nu(A)) = \sigma^\tilde{\nu}_z(\pi_\nu(\Delta(B))) = \sigma^\tilde{\nu}_z(\pi_\nu(A)) \beta(\pi_\nu(B)) \subseteq \mathbb{M}_{\tilde{\nu}} \beta(\mathbb{M}_{\tilde{\nu}}) \subseteq \mathbb{N}_{T_R}$$

for all $z \in \mathbb{C}$. Consequently, $\pi_\nu(A) \subseteq T_{\tilde{\nu}, T_R}$. A similar argument shows that $\pi_\nu(A) \subseteq T_{\tilde{\nu}, T_L}$. \hfill \Box

2.7.13. Proposition. $\pi_\nu(A) \subseteq \text{Dom}(\tilde{S})$ and $\tilde{S}(\pi_\nu(a)) = \pi_\nu(D^2_{\tilde{S}D^{-1}_{\tilde{S}}(a)}$ for all $a \in A$.
Proof. Let $x, x' \in A$ and $a = \sum D^{-\frac{1}{2}}(x(2)_1 r(\psi(x^* x_1(1))))$. Then

\[
(\omega_{\Lambda_\nu(x), \Lambda_\nu(x')} \ast \text{id})(V) = \pi_\nu(a), \quad \text{Lemma 2.4.4}
\]

\[
(\omega_{\Lambda_\nu(x), \Lambda_\nu(x')} \ast \text{id})(V^*) = \left( (\lambda_{\Lambda_\nu(x')}^{\beta, \alpha} \lambda_{\Lambda_\nu(x)}^{\alpha, \beta} V) \right)^* = \sum \pi_\nu(D^{-\frac{1}{2}}(x(2)_1 r(\psi(x^* x_1(1))))^* \text{ Lemma 2.4.4})
\]

\[
= \sum \pi_\nu(D^{\frac{1}{2}}(\psi(x(1)_1 x'))^*) = \sum \pi_\nu(D^{\frac{1}{2}}(S(x(2)_1 r(\psi(x^* x_1(1))))^*) \quad \text{Proposition 1.5.3})
\]

\[
= \pi_\nu(D^{\frac{1}{2}} S D^{\frac{1}{2}}(a)).
\]
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